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ABSTRACT | Subthreshold digital circuits minimize energy per

operation and are thus ideal for ultralow-power (ULP) applica-

tions with low performance requirements. However, a large

range of ULP applications continue to face performance

constraints at certain times that exceed the capabilities of

subthreshold operation. In this paper, we give two different

examples to show that designing flexibility into ULP systems

across the architecture and circuit levels can meet both the ULP

requirements and the performance demands. Specifically, we

first present a method that expands on ultradynamic voltage

scaling (UDVS) to combine multiple supply voltages with

component level power switches to provide more efficient

operation at any energy-delay point and low overhead switch-

ing between points. This system supports operation across the

space from maximum performance, when necessary, to

minimum energy, when possible. It thus combines the benefits

of single-VDD, multi-VDD, and dynamic voltage scaling (DVS)

while improving on them all. Second, we propose that

reconfigurable subthreshold circuits can increase applicability

for ULP embedded systems. Since ULP devices conventionally

require custom circuit design but the manufacturing volume

for many ULP applications is low, a subthreshold field

programmable gate array (FPGA) offers a cost-effective custom

solution with hardware flexibility that makes it applicable

across a wide range of applications. We describe the design of a

subthreshold FPGA to support ULP operation and identify key

challenges to this effort.

KEYWORDS | Dynamic voltage scaling; energy scalability;

panoptic DVS; PDVS; reconfigurable logic; subthreshold; sub-

threshold FPGA; UDVS; ultra DVS; ultralow power

I . INTRODUCTION

In this paper, we examine methods to incorporate
flexibility into the circuits and architectures of ultralow-

power (ULP) systems. We specifically address flexibility in

the achievable performance of ULP systems (e.g., by

expanding on DVS) and flexibility in the type of operations

that ULP systems perform (e.g., by designing a subthresh-

old FPGA). Inflexible designs are appropriate for some

ULP scenarios, but we will show that flexibility greatly

expands the space of applications where ULP systems
practically can apply. Since flexibility inherently opposes

energy efficiency, we propose methods that minimize the

overhead of incorporating flexibility while maximizing the

benefits of that flexibility.

The rapid shrinking of transistor sizes according to

Moore’s Law [1] has propelled integrated circuits (ICs)

into a power-limited era [2]. For digital circuits, a

fundamental trade-off exists between maximum circuit
speed and circuit power consumption. Faster circuits must

consume more power. This trade-off constrains circuit

design for applications across a broad performance range.

Power consumption limits high-performance circuits (e.g.,

processors in servers or desktops) because of their large

power density that leads to potentially damaging high

temperatures on the chip. Embedded applications (e.g.,
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cell phones, portable electronics) often get by with slower
operation, but they face power constraints primarily from

the need to extend battery lifetimes by reducing the

amount of energy consumed to perform each operation.

Recently, a new class of ultralow-power (ULP) applications

has appeared that seeks to expand the conventional design

space toward miniaturized, embedded, and very long

lasting operation.

Ultralow-power circuits derive their name from the
stringent limits on power consumption that they must

maintain. Understanding the types of applications that

receive the ULP label will help to identify the source of the

tight power constraints. Examples of ULP applications

include distributed wireless sensor nodes, medical im-

plants, biotelemetric sensors, microvehicles, and RFID

tags. All of these applications have a small form factor,

which limits the amount of energy storage available. They
also tend to require extended operational lifetimes in the

range of weeks to months. Successful operation over a long

period of time with a limited amount of energy demands

very low energy consumption by the circuits.

Two features of ULP applications that we can leverage

to reduce power consumption are that they tend to have

relatively low speed requirements and that they tend to be

fairly specific (e.g., do just one thing or one small set of
things). We can leverage slow operation to lower energy

use according to the trade-off between energy and perfor-

mance. We also can leverage specific operation to trim

unnecessary components from the circuit to streamline

power consumption. Both of these methods commonly

appear in ULP research.

An approach called subthreshold circuit operation uses

low supply voltages to minimize the energy consumed by
digital circuits and has thus become a popular option for

research in ULP applications. Section II describes sub-

threshold circuits in detail. One major limitation of sub-

threshold operation is decreased performance. Some ULP

applications can get by with only slow operation, but there

are many scenarios in which slow operation becomes

intolerable. Miniature wireless sensor nodes provide one

example of this. The amount of processing and the rate of
processing required on the sensor for looking at incoming

data can be quite low, making a perfect scenario for sub-

threshold operation to save power. However, if the sensor

detects a critical event (e.g., data point requiring more

scrutiny, life critical health event, etc.), the system may

need to increase the amount of signal processing or

increase the processing speed to properly handle the event.

The increased processing and speed may exceed the
capabilities of subthreshold circuits. This means that exist-

ing approaches to subthreshold circuit design cannot apply

to systems that require periods of higher performance

operation.

Many ULP systems also are very specialized. For

example, an implanted neural recording device will

implement signal processing for neural spike detection

and sorting. The energy efficient solution for this
application would be an application-specific integrated

circuit (ASIC) implementation, but the targeted nature of

this hardware makes it impossible to reuse in a different

ULP application.

While consistently slow operation and special purpose

hardware save power, they also limit the scope and appli-

cability of ULP circuits. In the high-performance end of

the design space, FPGAs offer efficient hardware-based
operation along with the flexibility to reconfigure that

hardware to perform different tasks. We observe that the

excellent trade-off between efficiency and flexibility that

FPGAs provide in higher performance circuits could dra-

matically expand the applicability and scope of ULP cir-

cuits. To make this work, the FPGA concept requires a

redesign to enable low voltage operation and to focus on

energy reduction along with performance.
This paper suggests circuit and architecture approaches

that allow ULP systems to adjust their performance to

higher speeds when necessary and to reconfigure their

functionality when required. This increased flexibility

broadens the applicability of subthreshold circuits and

improves their energy efficiency across this expanded

design space. Section II places this discussion in context by

covering the basics of subthreshold operation and briefly
surveying the state of the art in subthreshold designs for

ULP applications. Section III explores methods to trade off

circuit speed with energy consumption and describes our

suggested approach for integrating ULP circuits into an

architecture that supports energy/performance trade-offs

across a broad range. Section IV considers how hardware

flexibility affects energy efficiency and makes a case for a

subthreshold FPGA designed for ULP systems. Section V
concludes the paper.

II . SUBTHRESHOLD OPERATION

Subthreshold circuits apply a supply voltage, VDD, that is

below the threshold voltage, VT , of the transistors to

decrease the power and energy consumption of digital

circuits. The transistors are Boff[ by conventional defini-

tions, but subthreshold conduction allows them to continue

to operate correctly, although much more slowly due to the

lower current. The most effective method to lower power

for slower speed applications is to lower VDD. The power
consumed in a digital circuit as it switches the voltage

stored on a total capacitance, Ceff , varies quadratically with

VDD according to (1), where f is the operating frequency.

Pswitching ¼ f CeffV2
DD (1)

Transistors in modern CMOS process technologies also

consume leakage power, which results from leakage

current that flows in the transistor when it is off. This is

analogous to a leaky faucet. Leakage currents decrease
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sharply with VDD. Fig. 1 shows how switching power and
leakage power decrease with VDD. This figure shows that

the lowest power consumption for a circuit will result at

the lowest functional VDD. Low power operation can be

important for applications like RFID, which receives

wireless power delivery. Power is the average energy

consumed over time, and the lowest power setting might

not always provide the lowest energy solution, which is

more critical for battery powered systems. For example,
performing an addition at a higher power setting might

consume less energy if the operation takes much longer to

complete at the lower power setting. In that case, the

lower power would integrate over the longer delay to

result in a larger energy than the energy consumed by the

shorter high power computation. To find the voltage that

minimizes energy per operation, we must examine the

impact of voltage on delay.
Fig. 2 shows how delay through a static CMOS inverter

varies with supply voltage. The delay begins to increase

exponentially when the supply voltage drops below the

threshold voltage of the transistors ðVT � 0:4 VÞ. We can

use the delay of a complete operation, TD, to compute the

total energy of a digital circuit, according to (2).

Eoperation ¼ Eswitching þ Eleakage

¼ TD � ðPswitching þ PleakageÞ (2)

Fig. 3 shows the plot of the total energy consumed in a

long inverter chain. Switching energy decreases quadrat-

ically (1) and leakage energy increases due to the longer

delays, resulting in a minimum energy point that typically
occurs in the subthreshold region [3], [4], [36]. The pri-

mary advantage of subthreshold operation is a reduction in

energy consumption of over an order of magnitude relative

to operating at conventional VDD (1.0 V to 1.2 V for 45 nm

to 90 nm).

The primary disadvantages to subthreshold operation

are reduced on-current to off-current ratio ðIon=IoffÞ,
slower speeds, and increased sensitivity to variations. The

Fig. 1. Active power and leakage power versus VDD. Minimum power

consumption occurs at the minimum operational VDD.

Fig. 2. Delay of an inverter increases exponentially

when VDD drops below VT.

Fig. 3. Active energy decreases with VDD, but leakage energy

increases, creating a minimum energy point.
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on-current of transistors in subthreshold reduces by poten-
tially many orders of magnitude relative to strong inversion

operation due to the lower VGS. This results in a lower ratio

of Ion to Ioff that can potentially lead to functionality

problems. The lower Ion also reduces the speed of circuits

operating in subthreshold, making this region of operation

inappropriate for high speed applications. The attainable

speed depends heavily on the circuit topology, process

technology, and operating voltage, but a good assumption is
that subthreshold circuits can provide operation up to a few

tens of megahertz. Finally, the threshold voltage of a tran-

sistor exhibits a normal distribution resulting from process

variations, and the standard deviation of this distribution

increases with process scaling to smaller technologies [27].

While threshold voltage variation affects all circuits, sub-

threshold operation increases the sensitivity of circuits to

variations in the threshold voltage. In the subthreshold
region, current depends exponentially on VDD � VT , lead-

ing to exponential changes in both on-current and off-

current from this variation. The most significant challenge

that results from variation for circuits operating in sub-

threshold is a further degradation of the already reduced

Ion=Ioff ratio. Variations in the threshold voltage can make

the off-current increase and the on-current decrease,

leading to circuits that cannot function.
The degraded current ratio provides a clue about which

circuits are likely to fail first at low voltage. Any circuits

that use a topology that reduces Ion relative to Ioff will

likely fail earlier than conventional static CMOS logic [34].

For example, ratioed circuits that use sizing ratios to en-

sure proper functionality present a problem. In subthresh-

old, the exponential impact of VT variations far exceeds the

linear impact of transistor size on current, so ratioed cir-
cuits (e.g., 6 T SRAM cell) should be avoided. Sizing is a

weak knob in subthreshold. Other topologies that present

the same problem include large transistor stacks or many

parallel leakage paths. For example, an SRAM bitline

during a read operation has one cell driving the bitline

with its on-current while every unaccessed cell results in a

leakage current path that can fight against that on-current.

The aggregate leakage current can dramatically decrease
the Ion=Ioff ratio, leading to the inability to detect the

correct value inside the accessed cell.

Previous work has addressed these challenges using

circuit and architecture techniques to build chips demon-

strating logic [4], [5], [45], memory [6], [41]–[43], and

microcontrollers [37]–[39]. Here, we mention two key

techniques that allow these subthreshold circuits to work

by compensating sufficiently for the large impact of process
variation. First, subthreshold designs avoid using circuit

topologies that decrease the Ion=Ioff ratio. Simple static

CMOS gates with short stacks (e.g., less than four series

transistors) provide robust operation in most cases. Sub-

threshold SRAM tends to use alternative bitcell topologies

to improve noise margin relative to the ratioed 6T cell. For

example, variation in the read static noise margin makes

the 6T cell essentially unreadable in subthreshold without
inducing read upsets. Alternative designs for the bitcell use

a buffer to protect the storage node in the cross-coupled

inverters of the cell, thereby removing the read stability

concern. Second, subthreshold designs employ stronger

circuit knobs than size to affect circuit behavior. In sub-

threshold, the exponential dependence of current on VGS

makes voltage a powerful knob. For example, some sub-

threshold SRAM designs use peripheral voltages to assist in
writing (e.g., by boosting the wordline voltage) [6] or

reading (e.g., by reducing VGS of unaccessed bitcell pass-

gates to lower leakage power [41]). The supply voltage itself

is a very powerful knob to oppose variation. Raising VDD

slightly can dramatically improve robustness with only

minimal impact on energy (e.g., [7]).

Subthreshold circuits provide a promising solution for

ULP applications with strictly low performance solutions.
However, their incompatibility with higher performance

operation limits their use in a broad range of applications.

The next section examines methods for expanding the

operating range of ULP circuits while maintaining the ULP

benefits of subthreshold operation.

III . ENERGY/PERFORMANCE
SCALABILITY

The fundamental trade-off between power and speed in

CMOS circuits requires a specific minimum amount of

power to achieve a given speed or a maximum speed to

achieve a given power. Most designs that purport to provide

both low power and high performance really just optimize

the circuits to reach the pareto-optimal limit of this trade-

off. For a fixed high speed requirement, consuming less
power than this limit is fundamentally unachievable.

Fortunately, a huge range of systems do not always run

at a fixed high speed. This is especially true for embedded

real-time ULP systems like unattended ground sensors,

wireless microsensors, video processors, and medical mon-

itors. These devices each require high-performance com-

putation at (relatively rare) times, but their operating

environments result in much longer durations of relaxed
performance requirements. For example, an intrusion de-

tection microsensor may run in a low energy monitoring

mode for an extended period until activity is detected, and a

high-performance mode is then required to rapidly process

the incoming data for classification. Even during that high-

performance time, saving energy is crucial for the ULP

system.

We can take advantage of the bursty nature of such
applications to potentially achieve both low power (e.g.,

low overall system power) and high performance (e.g.,

successful completion of all tasks on time, including tasks

requiring high speed), but the challenge is to have the

flexibility to operate in multiple modes while achieving

this optimal efficiency both within each mode and switch-

ing between modes. To meet this challenge would require
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operating at a different point along the pareto-optimal
curve for each specific processing rate requirement. Dyna-

mic voltage scaling (DVS), which reduces VDD at run-time

to lower power quadratically during periods of relaxed

speed constraints, offers one successful approach to this

problem [10], [11]. DVS maximizes energy savings when

the processing rate matches the incoming workload such

that we take the maximum amount of time available to

process that workload. However, DVS traditionally limits
voltage scaling to above-threshold voltages, preventing

dynamic transitions into ULP modes. Ultra-DVS (UDVS)

[9] addresses this limitation by allowing voltage hopping

into subthreshold operation. Due to the large increase in

delay at very low voltages (see Fig. 2), DVS can only scale

into the subthreshold region when processing rate

requirements are orders of magnitude lower that the

maximum rate. When this is possible, however, UDVS
offers substantial energy savings. At the high-performance

end of the range, varying processing rates provide an

opportunity to save energy.

While DVS provides the strategy for energy/performance

scalability, it is typically applied globally at the chip level,

with the entire chip functioning at the same VDD and clock

frequency. As a result, global DVS cannot provide any

energy savings if the workload to a number of blocks on the
chip reduces while the workload to a critical block stays the

same; the entire chip must remain at the highest voltage to

sustain the performance requirement of the one internal

block. Some ICs have incorporated multiple DVS islands

on a chip at a coarse granularity, each with its own supply

rail and clock (e.g., [12], [13]), but the time and energy

overhead of changing the voltage on a rail can be large.

This increases the amount of time that a system must
spend in a low energy mode to make up for the overhead of

switching between modes, which is called the Bbreak even

time.[ While modern regulators can provide precise

voltage values (e.g., mV accuracy), transitioning from one

voltage to another using a dc–dc converter take tens to

hundreds of microseconds [10], [14], [15]. This long time

overhead prevents conventional DVS systems from keeping

up with rapid changes in workload, thus limiting the
number of processing rates such a system can achieve. The

system can only change its voltage when the workload

of a DVS island changes for a timescale of many

microseconds. While global DVS allows for flexible energy/

performance scalability, the magnitude of energy and delay

overheads of global supply switching mean that the

frequency of VDD changes must remain low so that power

savings from long periods spent at the lower voltage offset
the overhead.

We present new energy/performance scalability tech-

niques that expand on [9] to: 1) pursue the energy-

efficiency limits within both high performance and ULP

modes, and 2) provide rapid and low energy transitions

between these modes, thus providing a minimum break

even time.

First we consider the efficiency of a system while

operating within a given mode (e.g., near the high end of
the performance range), where the goal is to meet a task’s

performance requirement with the smallest possible

energy. Consider the dataflow graph (DFG) in Fig. 4(a)

implemented on a synchronous dataflow architecture,

where each control step (c-step) corresponds to one clock

cycle. Assuming a multiplication and addition at the

highest source voltage VDDH take two and one c-steps,

respectively, the DFG can be executed in a minimum of six
c-steps. However, the two additions not on the DFG’s

critical path could be executed at lower voltages and con-

sume less energy per operation without affecting the DFG

latency.

Most modern ICs include several different supply volt-

ages (e.g., separate supplies for I/O, for core logic, and for

SRAM), and architectures using multiple supply voltages

(multi-VDD) to lower power have become commonplace
(e.g., [16], [17]). Multi-VDD designs leverage latency slack

like we observed in Fig. 4 and could achieve the minimum

dynamic energy schedule shown in Fig. 4(b). This imple-

mentation requires three VDDs and three adders (the VDDH

adder used in c-step 3 can be reused in c-step 6). Fig. 4(c)

shows an alternate schedule that sacrifices some dynamic

energy relative to the optimal schedule but can be

implemented with only two VDDs and two adders. While
multi-VDD designs do require additional consideration for

routing multiple supplies and for level converting circuits

between voltage islands, the savings outweigh the area

overhead [16]. For example, an implementation of a pro-

cessor in [17] accomplishes a multi-VDD implementation

without any area overhead after revisiting the physical

design. Two significant limitations of multi-VDD architec-

tures are: 1) each component is permanently assigned to a
single voltage rail, thus limiting flexibility, and 2) the

significant time and energy required to change the voltage

Fig. 4. Slack fill for energy minimization given a performance

requirement. (a) Adder idles during slack in c-steps 3–5.

(b) Minimum dynamic energy schedule with multiple VDDs.

(c) Alternate schedule using fewer components.
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on the rails using the dc–dc converter, thus suffering from

the same energy/performance scalability issues as tradi-

tional global DVS.

We introduce a new architecture shown in Fig. 5, Pan-

optic DVS (PDVS), that uses header switches that enable

each component to switch between several available

supply voltages, enabling a single arithmetic component
to implement multiple sequential operations within a

single algorithm iteration at various processing rates [19].

Adding extra header switches only marginally increases

total leakage (e.g., by a few percent) due to reduced VDS

across those headers, and conventional leakage reduction

techniques like reverse body bias can further decrease this

overhead if desired. With this fine spatial voltage control

granularity, PDVS can achieve the same schedules as
multi-VDD, but often with fewer components, since a

single component can operate with different energy/delay

characteristics at different times by switching between

voltage rails. In addition, the header switches provide fine

temporal voltage control granularity, as components can

quickly switch processing rates for both intra-DFG changes

(improving efficiency within both high performance and

ULP modes) and coarser-grained changes in workload
(providing rapid and low energy transitions between

modes).

Consider again the DFGs in Fig. 4. Existing single-VDD

and multi-VDD high-level synthesis algorithms can deter-

mine minimum energy schedules given a latency (and often

area) requirement (e.g., [16]–[18]). With single-VDD,

Fig. 4(a) already provides the optimal schedule and only

requires two multipliers and one adder. As discussed above,
multi-VDD could implement either schedule in Fig. 4(b) or

Fig. 4(c) based on energy vs. area trade-offs. PDVS

implements the schedules in Fig. 4(b) or Fig. 4(c) with

two and one adders, respectively (instead of the 3 and 2

adders required by multi-VDD). To achieve the latter, the

adder must switch quickly between the middle voltage

level ðVDDMÞ and VDDH, but the fine-grained temporal

voltage scaling capabilities of PDVS make this possible.
The additional energy required to make such voltage

transitions does increase the total energy of this imple-

mentation, but as shown below, this overhead is small. As

a result, PDVS can greatly improve the efficiency of a sys-
tem within a particular energy/performance mode. Such

solutions can be achieved with only slight modifications to

existing multi-VDD synthesis techniques to account for

transition overheads (e.g., [19]), enabling PDVS to be easily

incorporated into existing tool flows. The most closely

related synthesis algorithm is based on a fine-grained

header switch implementation similar to PDVS but does

not use IC measurements for VDD-switching overhead and
does not compare results to static multi-VDD [16].

Now we consider the efficiency of switching between

such modes due to dynamic workload requirements. For

example, consider the dynamic workload scenario in

which a variable number of DFG iterations (reflected as

the normalized workload axis in Fig. 6) must be performed

in a given amount of time. Without any DVS capabilities,

an architecture must operate at the maximum rate and
enter a low-power sleep mode when it finishes early. As

Fig. 6 shows, this provides only linear energy savings (i.e.,

a workload that is half of the maximum is executed with

half of the maximum energy). The fine-grained subblock
energy savings provided by Multi-VDD and PDVS (due to

component-level voltage assignment) appear in Fig. 6 as a

downward shift of this curve, but the lack of DVS would

still provide linear savings for reduced workloads.
As discussed above, DVS with either single- or multi-

VDD provides the ability to adjust the processing rate based

on the workload but with some limitations. If the voltage

can be selected from a continuous range and there is no

energy or delay overhead to make the voltage transition

(DVS ideal), quadratic energy savings can be achieved,

with or without the subblock savings based on the number

of VDDs (dashed lines show the ideal DVS curves in Fig. 6).
Unfortunately, existing dc–dc regulators that can provide

Fig. 5. Example PDVS system with multiple blocks and

three voltage levels.

Fig. 6. PDVS achieves subblock energy savings and closely tracks

ideal DVS with dithering.
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millivolt accuracy take hundreds of microseconds to adjust
their voltage, making these ideal curves impractical except

for taking advantage of very coarse grained changes in

workload. Voltage dithering [26] is an approach that uses a

small number of discrete voltages (multi-VDD) to approx-

imate the ideal curves. Dithering refers to the practice of

operating for part of the time at a higher voltage and the

remainder of the time at a lower voltage to average the

performance at those endpoints to achieve any effective
performance rate in between. Dithering thus leads to a

linear characteristic that connects the dots between points

on the ideal curve provided by the VDD rails.

PDVS combines the benefits of fine-grained savings

with a practical implementation of dithering to approach

the energy-optimal processing rate. Instead of changing

the voltages on large rails, the header switches provide fast

and efficient voltage transitions for each component,
enabling the system to effectively switch processing rates

by implementing schedules with different latencies.

However, the flexibility of PDVS comes with an

overhead. For example, PDVS can implement the schedule

in Fig. 4(c) with only one adder, but there are finite energy

and delay costs to switching between voltages, which may

make this schedule energy-inefficient or un-implementa-

ble within the given latency constraints. The magnitudes of
the voltage switching energy and delay overheads must be

known in order to derive the conditions under which

switching to a lower voltage is efficient. These conditions

can then be used to inform architecture-level synthesis

algorithms. We fabricated a test PDVS architecture (with a

32-bit Kogge–Stone adder and a 32-bit Baugh–Wooley

multiplierVshown in Fig. 7) in 90 nm bulk CMOS to

accurately measure these overheads.
Fig. 7 shows the relatively small area overhead (5% to

15%) introduced by PDVS header switches and level

converter, in comparison to standard arithmetic compo-

nent sizes, so the two primary sources of overhead that

influence how algorithms are scheduled on the architec-

ture are energy and delay. The overheads result from

additional header switches, the level converters, and the

charging of virtual VDD nodes of components following a
voltage switch. When a voltage switch occurs, the gates of

header switches must be charged or discharged by control

signals. The time to charge header gates results in a delay

overhead, and the charge delivered to the switches and the

virtual rail results in energy overhead. These overheads are

opposing design trade-offs that are proportional to header

width, which is determined by the priority of design met-

rics. A large header width results in lower channel resis-
tance, decreasing the voltage drop caused by the header,

but also increasing the delay and energy required to make

the switch. Conversely, a small header size means that

switch delay and energy is smaller, but the higher resis-

tance of the channel increases the voltage drop across it,

and consequently increases the delay of the ensuing com-

binational logic block [21].

The delay of transitioning to a higher voltage is critical,
as the virtual VDD rail must be charged up to the higher

voltage. By properly sizing the header switches, the delay

overhead can be reduced to less than one cycle [21]. Delay

overheads factor into scheduling decisions by limiting

voltage transition speed, and consequently, the amount of

slack that can be saved within a schedule. As a result, an

operation may not be able to run at the lowest possible

processing rate, even though just enough slack time exists.
However, this only occurs in schedules with very limited

slack.

As discussed above, the point at which the energy

overhead of switching is mitigated by processing at a lower

energy rate is called the break-even time. An efficient

transition occurs if the cost of switching to a lower energy

rate, processing for a period of time, then switching back,

is lower than remaining at the higher rate for the same
amount of time. This concept is described by (3).

N � Eovh=ðEH � ELÞ (3)

where N is the number of clock cycles, Eovh is the lumped,

round-trip overhead energy, and EH and EL are the energy
per cycle at the high and low voltage, respectively.

Table 1 shows a summary of measured values for the

fabricated 3-rail PDVS architecture. The calculation for

break-even time, based on these numbers and the break-

even equation, has shown that the time required to miti-

gate the energy cost of switching between any two voltages

in the test architecture is less than the latency of a single

operation for both the adder and the multiplier. This
means the energy of completing one execution at a low

voltage plus the round-trip energy of switching down and

switching back up is less than one execution at the highest

rate. The low energy overhead therefore justifies frequent

down-switching in PDVS to take advantage of fine-grained

energy savings, dithering, and rapid changes in workload.

The more often that a down-switch can be scheduled, the
Fig. 7. Die photo of the fabricated PDVS architecture. The relatively

small area overhead of PDVS headers and level shifter is shown.
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lower the average voltage that is used, and consequently,

the lower the total execution energy.

One further consideration in PDVS is noise created on
the global VDD rails that results from switching the headers

for the blocks. Existing work has characterized this type of

rail bounce in power gated systems [20]. While it is a

problem that requires attention, techniques are available

to reduce rail bounce (e.g., [20]). Furthermore, the PDVS

scheme uses smaller switches (for local blocks, not entire

cores) and switches internal voltages by a smaller voltage

difference (e.g., VDDL to VDDH, not �VDD to ground),
leading to lower currents and less charge transfer from the

global rails. This reduces the problem relative to conven-

tional power gating and should make existing solutions

adequate for preventing unreasonable rail bounce.

So far, we have focused on how PDVS saves energy for

relatively high performance scenarios. UDVS [9] also

supports subthreshold operation by either adjusting the

dc–dc converter to a lower voltage or by using an addi-
tional header in parallel with the other PDVS headers to

hop to a subthreshold supply voltage (note that this voltage

value could double as an appropriate standby mode voltage

for higher performance blocks that need to retain data in

standby mode). In either case, the dramatic difference in

processing rate between subthreshold and strong inversion

means that frequent switching (e.g., within one DFG)

between these modes is not very useful. Instead, the tran-
sition to and from subthreshold more likely would occur as

an infrequent mode change.

The large difference in voltage from VDDH to the

subthreshold voltage makes the efficiency of the header

switches and other transistors in the active block an

important issue. Specifically, one must carefully consider

how to connect the bulk terminal of the transistors in the

active circuit block and of the header switches. Fig. 8 shows

the options as either the highest voltage in the circuit,

VDDH (denoted H), or the virtual VDD rail (denoted V). The

N-wells in the active circuit can tie to either of these

locations, and the bulk terminal of the header whose source

connects to the subthreshold VDD can also tie to either

place. To avoid turning on the diode between the drain/

source and the bulk, the drain/source terminal can never be

more than a few hundred millivolts above the bulk voltage.
Tying all of the PMOS bulk terminals to VDDH prevents this

condition, but it severely reverse biases the header and the

active circuit when the header connecting the active circuit

to the subthreshold VDD is on.

Fig. 9 shows the delay and energy of a 32b adder

connected to headers as in the schematic from Fig. 8. In

Fig. 9(a), the left two bars show the delay of the addition

at 0.3 V when the bulk terminals of the PMOS transistors
in the adder connect to VDDH. The reverse body bias

Table 1 Summary of Measured Quantities From a 90 nm PDVS Test Chip

Fig. 8. Options for bulk connection of active circuits and

subthreshold header switch. They can either connect to VDDH

(denoted H) or to the virtual VDD rail (denoted V).

Fig. 9. Delay (a) and energy (b) of a 32b adder in 90 nm CMOS at

VDD ¼ 0:3 V. The bulk of the adder and header (Adder, Header) can

either connect to VDDH (denoted H) or to the virtual VDD rail.

Thus, HV indicates the adder bulk tied to VDDH and the header bulk

tied to virtual VDD.
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increases the PMOS VT and slows the operation substan-
tially compared to the right two bars (VH and VV), for

which the adder PMOS bulks connect to the virtual supply

rail. Since that rail equals 0.3 V in this case, the adder sees

no body bias and operates with much less delay. The effect

of the header’s body connection on the delay primarily

results from substantial rail bounce. When the header bulk

connects to VDDH, the virtual rail takes a long time to

recover to the full VDD due to the increased resistance of
the header. This droop in the effective supply voltage slows

down back-to-back operations. Connecting the bulk to the

virtual rail reduces the droop on the supply. Fig. 9(b)

shows that the energy also dramatically reduces when both

bulks connect to the virtual rail. Despite the lower absolute

value of PMOS VT , the shorter delay reduces leakage

energy and thus lowers overall energy. This adaptive body

connection does not require additional control signals.
This analysis shows that the bulk terminal of the sub-

threshold header should connect to its drain at the virtual

VDD rail. The additional capacitive load on the virtual rail

will be a small fraction of its total capacitance for

reasonable header sizes. In a PDVS system that supports

UDVS, the bulk terminals of the active circuit (e.g., the

adder in our example) should also connect to the virtual

rail. The combined capacitance of those N-wells will in-
crease the virtual rail load by roughly 10% to 15%, so this

decision will impact the speed and energy overheads of

rapid switching between higher supply voltages in PDVS.

It is also interesting to consider PDVS in the context of

the increasing process variations resulting from technology

scaling. Given that the header sizes are quite large, they

will be relatively unaffected by variations, so the impact of

variations will be no worse in PDVS than in other
architectures. In fact, PDVS can be used to help address

process variations by selecting voltages that are appropri-

ate for components based on each component’s character-

istics, similar to what has been proposed in [22].

Standard processor DVS has been shown to improve

energy efficiency in a number of systems, and PDVS pro-

mises to increase the applicability of DVS to achieve more

frequent and larger energy savings. For example, body area
sensor networks (BASNs) used in biomedical and

healthcare applications can make use of DVS to save

energy as operations change with time [23]. Specifically,

accelerometer-based BASNs are used to monitor tremor in

Parkinson’s disease patients. On-node signal processing is

performed to reduce the amount of data that must be

wirelessly transmitted [24], but these processing needs

vary dynamically due to the transient nature of tremor.
When tremor is present, the tremor assessment (based on

Teager Energy [25]) requires that the on-node processor

operate in a high-throughput mode, but the processor can

otherwise operate in an ultralow-power mode, using sim-

ple thresholding to determine if a tremor might be present.

Efficient transitions between these modes is necessary to

reap the potential energy benefits of DVS while still

meeting the application’s requirements, making PDVS an
ideal solution for this type of application.

This section addressed the issue of flexibility to re-

spond when the performance requirements vary for a

specific operation or set of operations. A different sort of

flexibility becomes necessary when a system needs to

implement different functions at different times. The next

section deals with hardware flexibility.

IV. A SUBTHRESHOLD FPGA FOR
HARDWARE FLEXIBILITY

In addition to requiring operation at varying speeds, many

ULP applications would benefit from supporting varying

types of operations. For example, wireless microsensors

sense data, process it using signal processing algorithms,
and then communicate the data wirelessly across a net-

work. It is easy to conceive that the signal processing

algorithms on the chip would vary based on the type of

data coming from the sensor, the sensor’s environment, or

the sensor’s specific application. Building flexibility into

the hardware to support these changes comes at the cost of

energy inefficiency. In this section, we examine this trade-

off in the context of subthreshold, ULP applications and
motivate the need for subthreshold reconfigurable logic

such as field programmable gate arrays (FPGAs).

This well known trade-off between flexibility and

efficiency appears prominently in a comparison of con-

ventional hardware paradigms [29], [30]. Fig. 10 shows

how different types of hardware compare in flexibility and

efficiency [30]. The most efficient hardware essentially is

hardwired to do its specific task or tasks (e.g., application-
specific IC, or ASIC). ASICs achieve very efficient oper-

ation, but they can only perform the function for which

they were originally defined. Examples of hardwired

implementations in subthreshold circuits include [4], [5],

[44], [45]. The most flexible category of hardware is gen-

eral purpose processors (GPPs). GPPs exhibit poor energy

efficiency due to the overhead of fetching and decoding the

Fig. 10. Trade-off of energy efficiency with functional flexibility in

strong inversion (adapted from [30]).
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instructions that define the actual operation. Moreover,
the operations executed by many GPPs are fairly light

weight, requiring many instructions to complete a larger

operation, like an FFT or filter. Several subthreshold GPPs

provide energy per instruction nearing 1 pJ per operation,

but they also tend to use small instruction sets [37]–[40].

Examples of subthreshold systems reveal a similar

trend as their above-threshold counterparts. For example,

the subthreshold microcontroller in [37] consumes as low
as 2.6 pJ/instruction. The ASIC implementation of a JPEG

coprocessor in [44] consumes 1.3 pJ/frame for VGA JPEG

encoding. The numbers for energy/operation are similar,

but the GPP operations on the microcontroller (e.g.,

instructions), tend to be simple integer computations like

addition. In comparison, a complete JPEG encoding would

take many (100 s or 1000 s) instructions on one of these

simple GPPs to complete. Of course, the GPP can perform
a much broader range of tasks than the JPEG encoder, so

this comparison exemplifies the trade-off between energy

efficiency and flexibility.

Existing subthreshold architectures that target ULP

applications leave a noticeable gap in the flexibility/

efficiency space. For above threshold, reconfigurable logic

like FPGAs fill this space. We propose that subthreshold

implementations of reconfigurable logic would improve the
scope of ULP systems for two reasons. First, the gap be-

tween energy efficiency of ULP ASICs and GPPs is quite

large. As a result, subthreshold GPPs may consume too

much power while implementing computationally inten-

sive algorithms in some ULP applications. ASICs are much

more efficient, but they limit the extent to which an appli-

cation can be reconfigured efficiently. Due to the strict

energy budgets of ULP applications, the best existing solu-
tion for many of them at this time appears to be sub-

threshold ASICs.

The second motivation for subthreshold FPGAs arises

from the cost of ASIC development. Process scaling has

increased the engineering costs and the fabrication costs of

ASICs dramatically. The difficulties of designing to deal

with variations in subthreshold can easily require multiple

fabrication runs to produce working parts with acceptable
yield. Furthermore, while some ULP applications like

RFIDs are high volume, many others like sensing applica-

tions are relatively low volume, and their stringent energy

constraints and specific processing needs make GPPs an

inappropriate solution. On the other hand, targeting an

ASIC or application-specific instruction set processor

(ASIP) to low volume applications requires the nonrecov-

erable engineering costs to design and fabricate a new chip
for each new application, making the cost prohibitive.

Reconfigurable logic fills the gap between GPPs and

ASICs in the conventional hardware trade-off space, so it

provides a natural candidate to improve the energy effi-

ciency of subthreshold circuits while retaining a high

degree of flexibility. One common form of reconfigurable

logic is the field-programmable gate array (FPGA). A

conventional FPGA comprises an array of configurable

logic blocks (CLBs), which can implement a variety of

functions, connected by circuit-switched programmable

interconnect. Fig. 11 shows this basic structure of an

FPGA. To reconfigure the FPGA, the user streams a set of

configuration bits onto the device. These configuration bits
set the function of the CLBs by filling look up tables

(LUTs) that map inputs to desired outputs. The configu-

ration bits also determine the routing of signals between

CLBs by turning on and off appropriate switches in the

interconnect fabric. After programming, the FPGA acts

essentially as an ASIC in the sense that it provides a hard-

ware instantiation of the desired function. The resulting

hardwired circuit avoids the overhead (e.g., of fetching
instructions, etc.) inherent to processors and provides im-

proved energy efficiency.

The flexibility and energy efficiency of FPGAs make

them appealing for subthreshold operation. Their appeal

increases considering the high cost of custom circuit

design in modern processes coupled with the relatively low

volume of chips required for many of the ULP applications.

Designing one custom FPGA for subthreshold use would
potentially provide an energy efficient platform that could

retarget new applications with ULP constraints. The

device’s flexibility would reduce time to market for emerg-

ing ULP products and would serve enough application

needs to achieve high volume and low-cost production. In

the next section, we examine the circuit level challenges to

implementing a subthreshold compatible FPGA for ULP

applications.

A. Subthreshold Reprogrammable Logic
In this section, we explore the challenges facing

subthreshold FPGA design and present simulation results

from an initial implementation of a subthreshold FPGA. As

Fig. 11. Basic architecture of an FPGA consisting of configurable logic

blocks (CLBs) connected by a programmable interconnect fabric.
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previously described, FPGAs provide the flexibility, short
time-to-deployment, and low unit cost that are ideal for

many ULP applications. However, conventional FPGAs are

notoriously high power. Commercial FPGAs in 90 nm

technology can consume on the order of 1–10 W, and

leakage power can be a large fraction of the total [31]. The

major reason for this large power consumption is the focus

of FPGA vendors on reducing delay and area to compete

with high-performance ASICs. The emergence of many
commercial low-power applications has produced some

effort to reduce FPGA power. For example, applying

architectural and circuit-level power saving methods can

reduce power by 1 to 2 orders of magnitude relative to

commercial FPGAs [31]. The resulting devices still con-

sume power in the tens of milliWatts, which exceeds

constraints for ULP applications. By modifying existing

low-power FPGA topologies to operate in the subthreshold
region, we can decrease power consumption to ULP levels.

B. Subthreshold FPGA Design and Challenges
Subthreshold FPGA design faces a combination of

subthreshold circuit challenges and problems inherent to

FPGA architectures. First, subthreshold circuit design

inherently has many challenges including low Ion=Ioff

ratio, exponential impact of VT variation on current,
reduced SRAM noise margin, etc. [4], [34]–[36], as we

described in Section II. All of these challenges appear in a

subthreshold FPGA design as well, although they manifest

themselves differently due to the unique FPGA architec-

ture. To clearly understand these challenges, we have

designed and simulated an FPGA that can operate into the

subthreshold region in a commercial 90 nm bulk CMOS

technology. Again, the goal of an ULP FPGA design is to
minimize energy consumption in the circuits.

The basic architecture of our subthreshold FPGA

matches the conventional topology in Fig. 12. Tools for

programming an FPGA (e.g., mapping a function onto the

underlying hardware) are essential for making FPGAs

usable, so keeping with the conventional topology allows

us to leverage existing toolsets (e.g., [28]). The CLBs each

have four basic logic elements (BLEs). Each BLE consists
of four 4-input LUTs, a register, and programmable multi-

plexors to control the data flow. The interconnect fabric in

between the CLBs allows for connections into and out of

the CLB using connection boxes. Programmable switch
boxes provide the connectivity for signals that travel from

one CLB to another. Each of the switch boxes acts as a full

crossbar to support connectivity in all directions. The

routing channels between CLBs in Fig. 12 have a width of
10 for clarity in the illustration, but most FPGAs support

much wider channel widths of 60 to 100.

Three major challenges stand out for the subthreshold

FPGA design. These are variation, interconnect, and mem-

ory. Variations threaten to disrupt any subthreshold

design, but the FPGA encounters variation effects in a

few key ways. As with SRAM, the FPGA contains a large

number of parallel elements that ideally behave in an

identical fashion. In reality, process variations cause these

circuit components to vary, and the spread of this variation

in circuit level parameters like delay and Ion=Ioff expands in

the subthreshold region. This wide variation makes careful

statistical simulation important to ensure functioning

circuits. The inherent programmability of the FPGA fabric

provides one tool to address this problem. The process of
mapping a function onto the FPGA can include a step to

avoid problematic sections of the FPGA (e.g., a weak driver

or unstable register) by assigning functionality to different

regions of the chip. The FPGA tool chain would have to

change to take advantage of the built-in redundancy of

FPGAs in this way. Specifically, the place and route step

would need to account for variation data measured from the

specific targeted part so that the synthesized design could
avoid placing critical paths on gates that are slowed

excessively by variation. This sort of approach would

require test data from each FPGA die to be available during

the synthesis process. Variation also creates a major

challenge in the FPGA’s interconnect structures.

The second major challenge for subthreshold FPGAs

involves designing a functional and practical interconnect

network. The interconnect network is the dominant fea-
ture of traditional FPGAs as well. Although the numbers

vary from design to design, FPGAs typically dissipate

60%–70% of their power in the interconnect network

(e.g., wires, connection boxes, routing switches and

buffers), 10%–20% in the clock network, and 5%–20%

in logic (e.g., [31]–[33]). This breakdown indicates that a

focus on clocking and interconnect is necessary. These are

Fig. 12. Basic architecture of an FPGA consisting of configurable logic

blocks (CLBs) connected by a programmable interconnect fabric.
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two areas on which very little previous subthreshold work
has focused.

First, the clock network for an FPGA extends across

the entire FPGA fabric and drives all of the registers in the

design. This large, distributed network can consume a

significant amount of power. Furthermore, driving the

large capacitive load of the clock network with buffers

operating in subthreshold presents a significant problem.

Variation in the buffers can lead to substantial differences
in drive strength that are essentially amplified by the large

loads, leading to potentially large clock skew across the

FPGA fabric. This problem is not substantially different for

FPGAs relative to ASICs, but clock distribution has not

received much attention for subthreshold designs. One

reason for this may be that most subthreshold processors

to date have been fairly small, allowing for monolithic

clock buffers to drive the whole clock grid within gene-
rating too much skew. Since FPGA fabrics may grow to

cover much larger total areas, a power efficient method to

reduce skew is important for viable subthreshold FPGA

designs.

The same issues that make clock power and variability

problematic also plague the interconnect network. In

subthreshold, the transistor drive current decreases while

the wire-dominated capacitive load of the interconnect
stays largely the same. The wire and parasitic capacitance

on a single interconnect segment (and an interconnect net

usually consists of many segments) roughly equals 25�–

50� the load of a fan-out of four inverter. Simply upsizing

the driver does not offer a practical solution since the

interconnect fabric already consumes roughly 75% of

FPGA area. Variability in the drivers also increases the

variation of this large interconnect delay. To make matters

worse, the leakage onto the interconnect paths from off
devices in the switch boxes and connection boxes fight

against the on-current of the drivers, which is weakened in

subthreshold. Since the main goal in a subthreshold design

is to reduce energy consumption, decreasing the numbers

of buffers in the interconnect is a possible approach to

lower the total switched capacitance. Strong inversion

FPGAs could use transmission gates or single-transistor

passgates in the interconnect to reduce switched capaci-
tance and leaking area, but these structures in subthresh-

old combine with the lower Ion=Ioff ratios and result in

reduced output swing on the interconnect lines. The lower

swing can cause static current in the receiving circuits.

Fig. 13 shows a simulation of an interconnect link in

subthreshold ðVDD ¼ 0:4 VÞ that illustrates some of these

problems. The interconnect path in this simulation spans

ten wire segments and ten switch boxes, which use
transmission gates to complete the crossbar connections.

From an energy point of view, this structure would be nice

to use since it decreases the switching and leakage energy

that would be consumed by using more buffers. In strong

inversion, passgates often replace transmission gates to

reduce transistor counts, but series-connected passgates

lead to very poor output swing and speed in subthreshold.

Fig. 14(a) shows an interconnect link with some switch-
boxes that use tristate buffers as repeaters, and Fig. 14(b)

shows the composition of those switchboxes. Fig. 15 shows

simulation results for the same ten segment interconnect

line with buffers every fourth link (a), every other link (b),

and every switchbox (c). Placing buffers in each switch-

box decreases the variability and increases the speed in

the 10-segment link, as Table 2 shows. The cost of this

approach is additional area in the switchboxes, but it may

Fig. 13. Interconnect link across ten segments with transmission gates in the switch boxes (a).

Monte Carlo simulation at 0.4 V shows large delay variation (b).
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be essential in subthreshold to combat the significant
effect of variation.

Even after deploying repeaters in every switchbox, the

delay and energy of the interconnect network continue to

dominate the overall FPGA metrics in subthreshold.

Fig. 16 shows the breakdown of delay and energy for our

simulated FPGA fabric running a representative bench-

mark configuration [28]. Clearly, the design of reliable,

low power, and fast interconnect poses a challenging area

of research for subthreshold programmable logic.
The large amount of memory on an FGPA poses the

third major challenge area for subthreshold reconfigurable

logic. The memory on an FPGA appears in several different

contexts. First, the CLBs contain registers that load the

clock net and that lie on the critical path of the prog-

rammed functions. The important metrics for these

registers do not substantially differ from those of registers

in other subthreshold circuit contexts. Second, the LUTs in
the FPGA CLBs consist of SRAM bit cells. These cells hold

the data values that map inputs to arbitrary functions to

provide the heart of the FPGA’s programmability. These

bitcells usually only require a write access during reprog-

ramming of the FPGA, but they essentially provide con-

tinuous read access during FPGA operation. Furthermore,

the inputs select one bit to read from the LUT, so this read

access lies directly on the critical path through the CLB.
The LUT memory thus requires a design that focuses on

high-speed, low-power reads. Finally, a large volume of

SRAM bit cells distributed across the FPGA fabric provide

the configuration bits that store the programmed function

of the device. These bits drive multiplexors and switch

boxes to configure the hardware for the proper function. A

direct connection from the storage node of one of these bits

to the gate terminals of other transistors usually provides
the required Bread access,[ and write accesses occur only

during reprogramming. This means that the major metrics

for configuration bits are data retention and low leakage.

Since the configuration bits do not switch after program-

ming, they can use high VT transistors to reduce their

leakage. For an FPGA design that will operate exclusively in

subthreshold and that has a large amount of leaking circuits

Fig. 14. Interconnect link of ten segments with tristate inverter acting

as a repeater after k switch boxes that use transmission gates (a).

Diagram of switch box crossbar using repeaters (b).

Fig. 15. Monte-Carlo simulation at 0.4 V for a ten segment link with

repeater-based switch boxes every 4th segment (a), every other

segment (b), and every segment (c).

Table 2 Delay Statistics for Buffered Interconnect Links

Fig. 16. The breakdown of delay (a) and energy (b) in simulations of an

FPGA at a subthreshold voltage of 0.4 V for a representative function.
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and/or long sleep times, choosing an older technology

makes the most sense from an energy (and battery lifetime)

point of view because it reduces the dominant leakage
component of the circuits (e.g., [46]). Of course, these

energy savings would need to be weighed against economic

considerations of using larger feature sizes.

Fig. 17 shows the energy and delay of a complete FPGA

fabric running a representative function at three supply

voltages ranging from the nominal voltage to the sub-

threshold value of 0.4 V. Overcoming the challenges that

face a subthreshold FPGA design clearly provide the anti-
cipated energy savings at low voltage. The subthreshold

FPGA offers a flexible platform for ULP applications that

gives low energy per operation and cheap, rapid redeploy-
ment for alternative applications.

V. CONCLUSION

When the functional or speed requirements of an

application vary, building flexibility into the system saves

power. To address varying speed requirements, this paper

describes a circuit/architecture codesign approach called

panoptic DVS (PDVS) that uses multiple voltage supplies

and power switches to apply the optimal VDD for the
required performance at the block level. Measurements of

a test chip confirm that the overhead of this approach

remains low, allowing for efficient energy-performance

scaling, including break even times for mode transitions of

less than a single operation. To address varying functional

modes either within one application or across applications,

we propose that a subthreshold FPGA provides a good

trade-off of flexibility and energy efficiency. The reconfi-
gurable hardware saves energy relative to general purpose

subthreshold microcontrollers, and the flexibility of the

FPGA makes it suitable for rapid redeployment in new

applications with low unit cost. h
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