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Abstract—Local voltage dithering provides near optimum sav-
ings when workload varies for fine-grained blocks. Combining this
approach with sub-threshold operation permits ultra-dynamic
voltage scaling from 1.1 V to below 300 mV for a 90-nm test chip.
Operating at 330 mV provides minimum energy per cycle at 9X
less energy than ideal shutdown for reduced performance sce-
narios. Measurements from the test chip characterize the impact
of temperature on the minimum energy point.

Index Terms—Dynamic voltage scaling, low-power circuits, sub-
threshold operation, voltage dithering.

I. INTRODUCTION

PROBLEMS arising from technology scaling have recently
made power reduction an important design issue for cir-

cuits and applications that traditionally are driven almost solely
by performance constraints. The increased importance of power
is even more notable for a new class of energy-constrained
systems. This type of application must achieve long system
lifetimes from a limited energy source, so the need to reduce
energy consumption whenever possible is paramount. Dynamic
voltage scaling (DVS) has become a standard approach for
reducing power when performance requirements vary. DVS
systems lower the frequency and voltage together to reduce
power when lower performance is allowed. Voltage dithering
was proposed as a low overhead implementation of DVS to
provide near-optimum power savings using only a few discrete
voltage and frequency pairs [1]. The savings are only achiev-
able if the voltage and frequency can change on the same time
scale as the altering workload. Previous implementations apply
voltage dithering to entire chips and require many microseconds
to change operating voltage [1], [2]. This paper describes a
90-nm test chip that demonstrates the proposed concept of local
voltage dithering (LVD) and couples LVD with sub-threshold
operation to achieve ultra-dynamic voltage scaling (UDVS) [3].

Our work extends the state-of-the-art in several ways. First,
LVD improves on existing voltage dithering systems by taking
advantage of faster changes in workload and by allowing each
block to optimize based on its own workload. Additionally, we
show that the time and energy overhead of LVD are small based
on measurements from the test chip. Second, UDVS provides
a practical method for extending DVS into the sub-threshold
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region. The minimum energy per operation for a block occurs
in the sub-threshold region [4], and sub-threshold circuits have
been demonstrated in silicon [5]. For many emerging energy-
constrained applications, lowering energy consumption is the
primary constraint under most conditions. Thus, operating at
the minimum energy point conserves energy at the cost of lower
performance (frequency). This type of application works at the
minimum energy point primarily, and only jumps to higher per-
formance voltages in rare cases. We have shown the effective-
ness of UDVS coupled with LVD using a 90-nm, bulk CMOS
test chip. We also provide measurements of the effect of tem-
perature on minimum energy operation for the 90-nm test chip.

II. DYNAMIC VOLTAGE SCALING AND VOLTAGE DITHERING

Many signal processing systems process blocks of data that
arrive at some regular rate, and sometimes the amount of data to
process is less than the maximum amount. This corresponds to a
fixed-throughput system whose workload requirements change
in a time varying fashion. Examples of this type of application
include MPEG video processing and FIR filtering with a vari-
able number of taps [1]. In the video processing example, the
maximum workload corresponds to a scene change in the video
sequence. In this case, the entire new frame of data requires pro-
cessing. In the absence of scene changes, only a fraction of the
new frame requires processing. This case represents a reduced
workload for the system. In a system without buffering, the
lowest allowable rate (normalized operating frequency) equals
the workload. If buffering is possible, then there are different
strategies involving operation at different rates that can cor-
rectly perform the required processing on a block with a given
workload by ensuring that the average rate equals the workload.
There are many applications where workload varies with time
[6], and policies for setting the rate based on incoming data have
been explored [7]–[9].

Fig. 1 shows four approaches to power supply management
for reducing energy consumption when the workload varies [1].
It plots the required rate of the system versus the normalized
energy required to process one generic block of data. The most
straightforward method for saving energy when the workload
decreases is to operate at the maximum rate until all of the
required processing is complete and then to shutdown. This
approach only requires a single power supply voltage (corre-
sponding to full rate operation), and it results in linear energy
savings. The fixed power supply curve in Fig. 1 assumes ideal
shutdown (i.e., no shutdown power). A variable supply voltage
with infinite allowable levels provides the optimum curve for re-
ducing energy. This curve in Fig. 1 corresponds to theoretically
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Fig. 1. Theoretical energy consumption versus rate for different power supply
strategies [1].

ideal DVS according to the model in [1] where velocity satu-
ration is omitted. When velocity saturation occurs, the energy
savings for ideal DVS increase [2].

One method that avoids the problem of creating an infinite
number of supply voltages is to use quantized supply voltages.
In Fig. 1, three levels of supply voltage quantization are used
with two different policies. The undithered policy simply se-
lects the lowest supply voltage for which the rate exceeds the
desired rate, operates at that rate and voltage until all of the data
in the block is processed, and then shuts down. This results in
the stair-step energy characteristic. A better method is called
voltage dithering [1]. The basic idea behind voltage dithering
is to divide the computation of one block of data between op-
eration at the quantized supply voltage and rate pairs that occur
above and below the desired average rate. The energy profile for
dithering between quantized voltage supplies linearly connects
the quantized rate and energy pairs on the plot.

Implementations of systems that use voltage dithering apply
it monolithically to an entire chip. The system in [1] uses
an on-chip variable DC–DC converter to dither the voltage
supplied to the entire chip. A chip containing header switches
was used in [2] to select the voltage supplied to a different chip
(off-the-shelf processor). A similar off-chip voltage hopping
approach is used in [10] for a zero- processor in FD-SOI.
These implementations have shown the effectiveness of voltage
dithering to save energy for high-performance applications
with variable workload.

III. LOCAL VOLTAGE DITHERING

We have proposed local voltage dithering (LVD) to improve
upon chip-wide voltage dithering. This section discusses the ad-
vantages of voltage dithering at the local level and describes a
test chip that demonstrates these improvements.

Previous chip-wide implementations using voltage dithering
report that the transition between two different supply voltages
takes hundreds of microseconds [1], [2]. This prevents the
system from achieving any energy savings for faster changes
in the workload. Dividing up the power supply grid into local
regions reduces the capacitance that must be switched when the
voltage supplied to a local block needs to change. This allows
for faster changes in supply voltage and permits energy savings
for changes in workload on the same timescale.

Chip-wide voltage dithering also restricts the extent to which
varying workload may be leveraged because it must account for
the highest workload from all of the blocks across the entire
chip. The energy savings that are lost by using chip-wide voltage
dithering only increase with more blocks and wider differences
between the maximum and minimum workloads. In contrast,
LVD lets each block operate according to its own workload.

Our implementation of LVD uses embedded power switches
(PMOS header devices) to toggle among a small number of
voltage levels at the local block level. One advantage of this im-
plementation approach is that the local dithering switches can
be turned off to provide fine-grained power gating essentially
for free.

A. Test Chip

We have implemented a test chip in 90-nm bulk CMOS to
demonstrate LVD and UDVS. Fig. 2 shows the primary block
used for testing LVD on the test chip. The circuit of interest is a
32-bit Kogge–Stone adder that can be configured as an accumu-
lator for testing. In this figure, two PMOS header switches select
between two supply voltages for the adder block. Other adders
on the chip have different numbers of header devices. A crit-
ical path replica ring oscillator shares the same dithered voltage
supply as the adder and sets the frequency of the clock based
on the selected voltage. The die photo in Fig. 14 shows the ac-
cumulators with different numbers of header switches used for
testing, and the approximate area of a single header switch is
highlighted for reference.

Placing a PMOS header switch in series with the power
supply increases the delay of the circuit because of the voltage
drop across the on resistance of the header. This effect is
well-known and thoroughly analyzed in the context of power
gating approaches such as multi-threshold CMOS (MTCMOS).
Numerous methods for sizing such header devices are available,
and most of them are designed to ensure that the circuit never
exceeds some delay penalty relative to the circuit without any
headers. The header switches on the test chip are sized to keep
the delay penalty less than 10%.

Fig. 3 shows the architecture and circuit schematics for the
adder block on the test chip. The inverse of the propagate and
generate signals are calculated in the first stage, and these results
are applied to the adder tree. Each reconverging point in the tree
has a “dot operator” circuit that calculates the propagate and
generate values for that stage. Each stage in our implementation
is inverting, so the two flavors of dot operator are shown in the
critical path schematic.

B. Measured LVD Results

Fig. 4 illustrates the savings that LVD provides for the adder
block on the test chip when the rate varies. The dotted line shows
operation at the highest rate followed by ideal shutdown. The
solid line shows the measured energy versus rate for DVS as-
suming continuous voltage and frequency scaling. Selecting two
rates from the curve, 1 and 0.5 in the figure, and operating for
the correct fraction of time at each rate results in the dashed line
that connects the quantized points, as described previously. A
local block with three headers can achieve closer to optimum
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Fig. 2. Block diagram of voltage dithered adder and critical path replica using two local header switches for local voltage dithering (LVD).

Fig. 3. Schematic of adder circuits. Kogge–Stone-based tree with inverting stages of dot operators (at each reconvergence of the tree). Circuit schematics show
that the circuits do not require large stacks of transistors, which degrade sub-threshold operation.

Fig. 4. Characterized local voltage dithering using measured results for 32-bit
Kogge–Stone adder.

savings by selecting three rates and then dithering to connect
those points on the plot.

While previously reported chip-wide approaches to voltage
dithering have largely ignored the overhead energy of their

schemes, we have investigated and measured the time and
energy overhead of the LVD switching approach. The delay
overhead is the amount of time that operations in a voltage
dithered logic block must be suspended to allow for the voltage
supply to settle to its new value during a change. Fig. 5
shows the test circuit used to measure the delay overhead of
LVD for the test chip. This circuit stops the clock to the adder
block for a specified number of cycles immediately following
a change in . By decreasing the duration of clock gating at
each transition until the adder fails, we can determine the
number of cycles required for the supply voltage to settle suf-
ficiently such that the adder operates correctly. Measurements
showed that the adder continued to function correctly even
with only 1/2 cycle (minimum possible using the test circuit)
of clock gating for above 0.6 V, which corresponds to
a rate of 0.04. Thus, even conservative settling times for this
LVD implementation are on the order of a few cycles. This
measurement confirms that LVD can adjust to fast changes in
the workload of the local blocks. The oscilloscope plot in Fig. 5
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Fig. 5. Measuring timing overhead of LVD between rate 0.5 (170 MHz) and rate 1 (340 MHz).

Fig. 6. Flip-flop selection for sub-threshold operation. Ratioed circuits such as in (a) cannot function across process corners in sub-V at the minimum energy
voltage because the exponential dependence of current on V becomes more important than sizing. Cutting the feedback loop for writing a latch (b) is robust across
all corners for operation at the minimum energy voltage. (c) shows simulation of flip-flop A failing.

shows the divided ring oscillator output and the signal that
selects the supply voltage (dither) for a dithering cycle between
full and 0.5 rate.

In addition to timing overhead, there is energy overhead
associated with the LVD approach. The buffer network and
control circuits that drive the header switches consume energy
every time they toggle the header switches to select a new
supply voltage for the adder circuit. We can relate this overhead
switching energy to the active switching energy of the adder
block to determine its impact on overall energy savings from
the LVD approach. To this end, we normalize the effective
overhead switched capacitance of the control and buffer circuits
and header switches, , to the effective switched
capacitance of the adder. The expression in (1) shows the
relation that must hold true in order for LVD to provide energy
savings for a given transition.

(1)

Solving (1) for gives the number of cycles that must
occur at in order to make switching to worthwhile
for saving energy. Measurements of the test chip show that

3.7 for the adder, so is only 12 for the adder
block with 1.1 V and 0.9 rate 0.5 . Since
the control circuits on the test chip are relatively simple, the
overhead energy for more complicated control schemes, such
as those that calculate the effective workload, has the effect of
increasing .

IV. SUB-THRESHOLD OPERATION

This section examines some of the issues related to
sub-threshold operation. For energy-constrained applica-
tions, lowering the energy per operation is more important than
operating at high performance during most of the system’s
active lifetime. Thus, circuits for such energy-constrained
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Fig. 7. Oscilloscope plot showing the clock and data from the 90-nm test
chip operating at 300 mV, just below the minimum energy point. The adders
functioned to 200 mV.

systems need to operate in sub-threshold to minimize energy
per operation.

Generally, static CMOS circuits are robust for sub-threshold
operation. The large sensitivity of sub-threshold circuits to
process variation makes some circuit designs more suitable
than others. For example, Fig. 6 demonstrates an important
consideration about circuit selection for sub-threshold. Fig. 6
shows a ratioed flip-flop [flip-flop A in (a)] and a flip-flop
with transmission gates for cutting off feedback in the latches
[flip-flop B in (b)]. The ratioed flip-flop uses devices sized to
be strong (wide) on the critical path and inverters sized to be
weak for the feedback in the latches. This approach depends on
the sizing ratios in the circuit to guarantee functionality, and it
works well above-threshold. In sub-threshold, however, current
depends exponentially on . This makes process variation
and mismatch quite significant relative to device sizes. Fig. 6(c)
shows a plot of flip-flop A failing to write node N3 to a one at the
strong NMOS, weak PMOS corner. The pull-up path through I1
and T2 is weak because of the higher PMOS threshold voltage
and cannot overcome the pull-down path through I4 and T2 that
is made strong by the lower NMOS threshold voltage. Instead,
the pull-down path overcomes I1 and actually flips the state
of the master stage by pulling N2 to zero. Thus, flip-flop A
fails below 450 mV at this corner, preventing the circuit from
reaching its minimum energy voltage. Massively upsizing the
PMOS devices can correct this problem, but a better choice is to
eliminate the ratioed fight by adopting flip-flop B. This flip-flop
cuts off the feedback path before writing a latch, allowing the

applied to on-transistors to increase current beyond any
device off-currents even at process corners. By examining the
circuits used in the chip to make sure that sub- currents are
never too imbalanced, we designed a block that operates to
below 200 mV. Fig. 7 shows an oscilloscope plot of the adder
on the 90-nm test chip operating in sub-threshold at 300 mV,
just below the minimum energy voltage.

The minimum energy per operation point measured for the
adder appears in Fig. 8 at 330 mV 50 kHz and
0.1 pJ per addition for 25 C. Fig. 8 also shows the measured
effect of temperature on the total energy per cycle and leakage
energy per cycle. An increase in temperature lowers the mobility

Fig. 8. Measured energy per cycle in the sub-threshold region for input activity
of one. Minimum energy point occurs at 330 mV (50 kHz) and 0.1 pJ per
operation at 25 C. The optimum supply voltage is insensitive to temperature
variation.

Fig. 9. Measured ring oscillator frequency versus V and temperature.

of MOSFETs and decreases the threshold voltage according to:
and . For

above-threshold operation, the decreased mobility dominates,
and circuits slow down as they heat up. The leakage energy
increases quickly with temperature for because of
the exponential dependence on the lower threshold voltage. In
the sub-threshold region, however, the increased current also
decreases the cycle delay, which causes the higher leakage
currents to integrate over a shorter cycle time. As a result, the
leakage energy does not change enough with temperature to
greatly impact the optimum supply voltage. Fig. 8 shows that the
measured effect of temperature on the minimum energy point is
small, validating the model in [11]. Fig. 9 shows the measured
frequency of one of the critical path ring oscillators on the test
chip versus and temperature, confirming the increase of
performance at higher temperatures in the sub-threshold re-
gion. Different process corners also can have a strong impact on
leakage energy, changing it by up to a few orders of magnitude
in the above-threshold region. In sub-threshold, process corners
that increase leakage current also tend to decrease delay because
of larger on currents. Thus, although the impact on the minimum
energy point is larger than for temperature, it is still in the range of
100 mV even for orders of magnitude changes in leakage current.
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Fig. 10. For UDVS, tying the bulk connections of the PMOS header switches to their own sources can forward bias the drain-bulk diode (a), so the bulk terminals
of the headers have to connect to the highest supply voltage as in (b).

V. ULTRA-DYNAMIC VOLTAGE SCALING

The discussion to this point has assumed that the varying
rate remains above roughly a few percent of one. As previ-
ously mentioned, sub-threshold operation has proven to mini-
mize energy for low performance applications. While scaling
to sub-threshold is rarely advantageous for full processors [12],
local blocks or special applications that require brief periods of
high performance spend significant amounts of time operating
at effective rates that are orders of magnitude below one. Exam-
ples of these applications include microsensor nodes, medical
devices, wake-up circuitry for processors, and local blocks on
active processors. When performance is noncritical, energy is
minimized by operating at the minimum energy point that oc-
curs because of increased leakage energy at low frequency and
then shutting down if there is more timing slack.

Since LVD works well for high-speed operation and op-
erating at the minimum energy point is optimal for low
performance situations, we propose ultra-dynamic voltage
scaling (UDVS) using local power switches [3]. This approach
uses local headers to perform LVD when high performance is
necessary and selects a low voltage for sub-threshold operation
at the minimum energy point whenever performance is not
critical. As with LVD, all of the headers for a given block can
turn off when the block is idle to conserve standby power using
power gating. Since the power switches in the UDVS approach
connect to different voltages that can differ substantially, they
must be configured carefully to prevent forward biasing the
junction diodes. Fig. 10(a) shows that connecting the bulk
terminal of the header transistors to the source can forward bias
the drain-bulk diode when the switch is off. One solution
to this problem is to tie the bulk of all of the header switches to
the highest supply voltage, as in Fig. 10(b).

Fig. 11 provides one example of measured UDVS charac-
teristics for the adder. In this example, dithered voltages are
chosen at 1.1, 0.8, and 0.33 V, which is the optimum voltage
for minimum energy. When the adder block is performing op-
erations with no timing deadline, it functions at the minimum
energy point at 50 kHz and saves 9 the energy versus the ideal
shutdown scenario. When performance becomes important, the
adder dithers between 1.1 and 0.8 V within 30% of the optimal
energy consumption while adjusting for variations in the rate
above 0.1. It was shown in [13] that significant extra savings
are available if you can match the selected dithered rates to the
prominent average rates in the data. This brings the dithered
curve closer to the optimum DVS curve for the common cases.
Fig. 12 shows two additional examples in which the supply

Fig. 11. Ultra-dynamic voltage scaling (UDVS) using two headers with one
variable DC–DC converter or using three headers (see Fig. 13).

voltages are chosen for different scenarios. If performance con-
straints prevent a system from ever operating at the minimum
energy point, the supply voltage can be adjusted to higher volt-
ages to achieve near optimal energy operation over the range of
higher rates as in Fig. 12(a). For a system whose rate require-
ments vary evenly over the full range, the voltage choices in
Fig. 12(b) provide a better match to the ideal energy profile, but
the minimum energy per operation is not achievable.

Fig. 13 shows two options for implementing the power
supplies and headers in a UDVS system. The straightforward
option is to distribute three supply voltages around the chip
and to use three header switches at each block as in Fig. 13(a).
Although only one block is shown, multiple blocks can share
the same power rails and still operate at different effective
rates by dithering based on their own workloads. The voltages

, , and can be selected based on the system
workload statistics as we described above. The only advantage
to using more than three power supplies is to pin the UDVS en-
ergy profile to the ideal variable supply profile in more places.
Fig. 13(b) offers a second option for implementing UDVS.
When transitions between high and low performance mode are
infrequent and the amount of time in between transitions is
long, two header switches may be paired with one adjustable
DC–DC converter for the same functionality. For example,
during high-speed operation, the headers dither between 1.1
and 0.8 V. When the rare transition to low speed occurs, the
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Fig. 12. Different choices of dithered voltages. (a) Closer to ideal over high-performance range. (b) Closer to ideal over full range.

Fig. 13. Options for UDVS headers at the system level using three
always-available voltages (a) or one unchanging voltage and one adjustable
voltage (b).

DC–DC converter switches to 0.35 V so that all of the
blocks can operate near their minimum energy points.

For UDVS and LVD applications where blocks operating at
different voltages have to communicate with each other, level
converting circuits are required at the low voltage region to high-
voltage region interface. The type of level converters to be used
will depend on how the block interfaces to surrounding blocks.
Ample previous work on level converter circuits offers many
choices for implementing the required interfaces.

VI. CONCLUSION

Local voltage dithering provides a flexible approach for
saving energy in fixed throughput systems. When saving
energy becomes more important than meeting a perfor-
mance constraint, operating at the minimum energy point in
sub-threshold offers the best option. For many applications,
sub-threshold operation will only make sense when the rest of
the chip is off (i.e., wake-up circuits) or when the entire chip is
in sub-threshold (i.e., microsensor node). This paper proposes

Fig. 14. Annotated die photograph showing accumulators with 0, 1, 2, and
3 headers. The size of one header is highlighted for reference.

ultra-dynamic voltage scaling, which combines dithering at
high performance and minimum energy operation for low
performance scenarios. A 90-nm bulk CMOS test chip, shown
in Fig. 14, verifies the energy savings achievable by LVD and
UDVS. This flexible approach allows scaling across the full
range of supply voltage and frequency in an energy efficient
fashion.
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