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Abstract— This article presents an ultra-low-power (ULP)
Internet-of-Things (IoT) system-on-chip (SoC) using a triple-
mode power management unit (PMU) to achieve self-adaptive
power–performance scaling and energy-minimized operation.
The proposed PMU comprises three modes: energy-aware (EA)
mode, performance-aware (PA) mode, and minimum energy point
(MEP) tracking mode. By controlling a microprocessor with the
three modes, the SoC can adaptively scale its frequency and
supply voltage based on either the input energy availability or
the task priority. To achieve robust and rapid mode transitions,
the SoC adopts fast dynamic voltage and frequency scaling
(DVFS) and fast load transient response (FLTR) through asyn-
chronous control. For energy-minimized operation, a sub-nW
constant-energy-cycle (CEC) algorithm keeps the microproces-
sor operating at the MEP with a 0.026-mm2 area overhead.
In addition, the on-chip integration of a bias generator (BG),
clock (CLK), and power-on-reset block empowers the SoC to
be a fully self-contained system. Fabricated in 65-nm CMOS,
measurement results show that the SoC has a minimum power
consumption of 194.3 nW at 180 Hz. The proposed PMU
achieves 5.2-nW quiescent power and 92.6% peak efficiency while
maintaining >80% efficiency from 190 nW to 3 mW. The MEP
tracking (MEPT) circuits achieve <2.3% energy per cycle error
and <18 mV voltage tracking error. The measured quiescent
power of the MEPT circuits in the idle mode is 379 pW, which
only accounts for 0.19% of the total system power. Measurements
of the triple-mode transitions show that this SoC is well suited
for resource-constrained IoT applications.

Index Terms— Buck converter, energy aware, fast dynamic
voltage and frequency scaling (DVFS), high efficiency, Internet
of Things (IoT), minimum energy point (MEP) tracking, per-
formance aware, performance scaling, power management unit
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(PMU), sub-nW quiescent power, system-on-chip (SoC), wide
dynamic range.

I. INTRODUCTION

MINIATURIZATION of modern Internet-of-Things (IoT)
devices mandates aggressive power reduction of

systems-on-chip (SoCs) to extend the lifespan of devices that
rely on limited energy sources. However, for many real-world
applications, data sensing, processing, and wireless transfer-
ring necessitate fast response to meet the specific performance
constraints, especially for multi-task applications, as shown
in Fig. 1. This results in a huge challenge for circuit design
that needs to tradeoff between energy consumption and the
required performance to truly enable (EN) ultra-low-power
(ULP) applications, such as wearable electronics, implantable
health care, smart home, and security.

Thus far, a wide variety of ULP SoCs and techniques
have been reported to optimize the energy and performance
tradeoffs. Duty cycling is commonly used to save average
power [1], [2], [3], [4]. However, for multi-task applications,
frequent turning on/off the loads may lead to degraded perfor-
mance due to the settling time and extra energy cost during the
start-up phase. Another technique that has been widely used is
dynamic voltage and frequency scaling (DVFS) [5], [6], [7],
[8], [9], [10]. By scaling the operating frequency and supply
voltage of a digital component (e.g., a microprocessor) with
fast DVFS tracking techniques [11], [12], [13], [14], the power
consumption and performance can be balanced. However,
as the power of the circuits keeps scaling down with the supply
voltage into the subthreshold region (supply voltage less than
threshold voltage), the DVFS technique is sub-optimal from
an energy efficiency point of view. In deep subthreshold, the
energy consumed per cycle or operation (EPC/EPO) no longer
decreases with the supply voltage but instead rises due to the
leakage energy that integrates over a longer operation cycle.
This opposite trend generates the minimum energy point
(MEP). Therefore, keeping digital circuits operating at the
MEP is necessary to maximize the amount of work that can
be completed on a fixed energy budget [16], [17], [18].

Therefore, for ULP IoT applications, SoCs need to have
ultra-low quiescent power, a highly efficient power manage-
ment unit (PMU) for a longer system lifetime, performance
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Fig. 1. Typical top-level block diagram of self-powered IoT SoCs for
multi-task applications.

scaling based on both the input energy and task priority for
an energy and performance tradeoff, fast DVFS for rapid
mode transitions, and energy minimization to ensure energy-
optimized operation. However, most prior arts that use DVFS
to determine the system operating point are only based on
the performance requirements [5], [7], [9], input energy con-
ditions [10], or manual/programmable control [6], [8], [19].
None of the previous SoCs and PMUs have fully coordinated
the input energy condition, energy efficiency of the loads, and
performance requirements simultaneously at a nanowatt scale
of power consumption. Also, for MEP tracking (MEPT), none
of the previous work achieved sub-microwatt power and high
energy delivery efficiency (>90%) [16], [17], [18].

Therefore, to address these challenges, we present a ULP
SoC with energy and performance managed by a triple-mode
PMU that integrates energy–performance-aware, performance
scaling, event-driven fast DVFS, fast load transient response
(FLTR), and sub-nanowatt MEPT [19]. The highlighted con-
tributions of our work over the prior art are listed as follows.

1) The SoC integrates both PMU and microprocessor in
the control loop with three operation modes, including
energy-aware (EA) mode, performance-aware (PA)
mode, and MEPT mode. The proposed triple mode
together with fast DVFS coordinates the power, energy,
and performance tradeoffs at nanowatt-scale system
power consumption.

2) A constant-energy-cycle (CEC) MEPT algorithm and
circuits are proposed, achieving a low tracking error of
<18 mV (EPC tracking error of <2.3%). Furthermore,
compared to previous methods, the proposed algorithm
results in a significant power overhead reduction of over
two orders of magnitude.

3) Compared with prior art, the PMU achieves the
highest peak efficiency, 5.2-nW quiescent power, and

>104 dynamic power range with >80% efficiency
(>100× larger than prior art). The SoC also achieves the
lowest power of 194.3 nW at 180 Hz with all functions,
including clock (CLK), bias generator (BG), and power-
on-reset for a fully deployable IoT solution.

In this article, we expand the work from [20] to further illus-
trate the design consideration, tradeoffs, and circuit implemen-
tations for energy-constrained multi-task IoT applications. The
rest of this article is organized as follows. Section II describes
the system architecture, system behaviors, and mode control
(MC). Section III explains the proposed MEPT algorithm with
its design considerations and accuracy analysis. Section IV
demonstrates the circuit implementations followed by the
measurement results and comparison with the state-of-the-art
SoCs in Section V. Finally, Section VI concludes this article.

II. SYSTEM ARCHITECTURE AND MC

A. Triple-Mode System-Level Power Management

To prolong the system lifetime, it is important for the power
consumption of the SoC to align with the available input power
and avoid depleting the energy storage node. Therefore, an EA
mode is required to detect the input energy condition and
adaptively scales the power of the load components based
on the input energy availability. Usually, the output of the
PMU drives the components on the SoC to manage the power.
Therefore, VOUT_PMU needs to scale with the input voltage level
(VSTORAGE) in the EA mode, as shown in Fig. 2. On the other
hand, for multi-task applications, to meet the performance
requirements, a PA mode is required to scale the SoC speed
and power in response to event priority. Once the energy
availability drops under a certain threshold, the SoC needs
to work in subthreshold to reduce power consumption and
utilize the remaining energy in an energy-efficient manner for a
maximized system lifetime. This necessitates an MEPT mode
to track the MEP in the subthreshold region. Fig. 2 shows
how the proposed SoC switches among the three modes to
adaptively scale its power and performance based on both the
input conditions and event priority levels.

B. Analysis of DVFS and MEPT Technologies

As discussed in Section I, for multi-task applications, duty
cycling may not be beneficial due to the additional overhead
in power and speed caused by frequent on-and-off opera-
tions. In contrast, the DVFS technique provides more flexible
adaptivity, which is suitable for always-on operations. For
multi-task IoT applications, our design uses both DVFS and
MEPT methods. When VDD is much larger than the threshold
voltage, Vth, digital loads operate at a high frequency where the
dynamic power dominates and the leakage power is negligible.
The total power consumption can then be calculated by the
following equation:

PTotal ≈ PDYN = CEFFV 2
DD fREQ

= CEFFV 2
DD

IDS,SAT

K LDPCOUTVDD
∝ VDD(VDD − Vth)

2 (1)

where CEFF, K , LDP, COUT, and IDS,SAT stand for the average
effective switched capacitance of the entire circuit, a delay
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Fig. 2. Timing waveforms for the triple-mode transition based on input energy conditions and performance requirements.

fitting parameter, depth of the circuit, the output capacitance
of a characteristic inverter, and the saturation current of a
CMOS transistor, respectively. Based on (1), by scaling down
the voltage and frequency of the digital loads, the power
consumption can be reduced significantly.

Furthermore, fast DVFS is desired to allow the SoC to
quickly move to the new operating point for faster system
responses. DVFS can also effectively improve the energy
efficiency, which can be quantified as energy per cycle, EPC,
as represented by the following equation:

EPC = EDYN = CEFFV 2
DD. (2)

Based on (2), the energy needed for each operation cycle
reduces as the supply voltage decreases. However, this con-
clusion no longer holds when the supply voltage approaches
the subthreshold region. In the subthreshold region, the energy
consumption per cycle from leakage, ELEAK, increases expo-
nentially as VDD decreases, which generates an MEP, as shown
in Fig. 3 and the following equations [15]:

ELEAK = WEFF K COUTLDPV 2
DDe−VDD/nVth (3)

ETotal = V 2
DD

(
CEFF + WEFF K COUTLDPV 2

DDe−VDD/nVth
)

(4)

where WEFF and n present the total effective width that
contributes to leakage current and the subthreshold slope,
respectively. Hence, although the DVFS technique remains
effective in optimizing power consumption and energy
efficiency when VDD is significantly larger than Vth, its impact
diminishes as the circuit approaches the subthreshold region.
This necessitates low-power (LP) MEPT circuits to achieve
optimized energy efficiency for subthreshold operation.

C. Proposed SoC Architecture and MC

This work proposes a triple-mode PMU-processor-in-loop
architecture to flexibly optimize the energy and performance
requirements. The architecture of the proposed IoT SoC and
PMU is illustrated in Fig. 4. The SoC includes a triple-mode
PMU, a microprocessor with its memory, and I/O peripherals.
It operates in three modes: EA, PA, and MEPT. The priority
of these modes is EA > PA > MEPT. The selection of the
modes is automated based on both the input and load infor-
mation. Depending on the chosen mode, the corresponding
signal (SELEA, SELM, or SELPA) is selected to control the
reference voltage, VREF. Fig. 5 shows the flowchart of the

Fig. 3. DVFS and MEPT methods for balancing energy and performance.

MC algorithm. In default, the SoC works in the EA mode,
where the DVFS operating point is proportional to the input
voltage level. When prioritized tasks arise, the processor
changes the SELPA value based on the pre-programmed lookup
table (LUT). If SELPA is larger than SEL, which indicates
that the performance requirement is not met, the system goes
into the PA mode and sets SEL = SELPA, ensuring that the
DVFS operating point aligns with the task priority. Whenever
SELPA changes to a larger value, the ENPA signal (in Fig. 4)
goes from 0 to 1, trigging the fast DVFS function through
the asynchronous control [14]. Since the DVFS control circuit
is only triggered at the rising edge of the PMU clock, the
ENPA signal generates an extra pulse on the clock line to
allow the PMU to promptly respond and track the new DVFS
operating point. This overcomes the potential delay caused
by the low PMU clock frequency due to pulse frequency
modulation (PFM) control in low output power cases. Once
the input energy voltage level is lower than a programmable
threshold, the system transitions into the MEPT mode. In this
mode, the SEL is set to SELM and ENM is set to 1.
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Fig. 4. Proposed SoC architecture with the triple-mode PMU.

Fig. 5. Triple-MC algorithm.

A hill-climbing-based MEPT algorithm is executed to track
the MEP until the MEPT is completed (indicated by
MEPDONE = 1), and the system remains at the MEP. If the
SELPA > SELEA or the input energy voltage level starts to rise
above the threshold again, the PMU exits the MEPT mode and
transitions back to the PA or EA mode. Therefore, by selec-
tively activating the three SEL signals, each mode can work
independently without complex mode transitions. This flexi-
bility enables the system to adaptively switch among modes,
optimizing the power–performance tradeoff in a dynamic and
autonomous manner.

III. MEPT AND ANALYSIS

A. Conventional MEPT Method

The conventional methods of MEPT are demonstrated in
Fig. 6. The sample-and-hold method [16]frequently samples
the voltage of the output capacitance, CL . By quantifying
the voltage droop at CL(V2 − V1), the energy consumed
by the load for every N cycle can be digitized. Since

EPC is proportional to V1(V2 − V1), which is derived
from 1E = 1/(2C1V 2), the MEPT can be achieved by
a hill-climbing algorithm. However, this method requires a
high-frequency clock along with a continuous-time compara-
tor to quantify the voltage drop (V2 − V1), which is not
suitable for sub-microwatt applications. The second technique
in [17] achieves MEPT by regulating the dynamic-leakage
power ratio to a process, voltage and temperature (PVT)-
independent constant value through VDD and body bias
searching. By providing different clock frequencies to the
load component and comparing the operating frequency of
the dc–dc converter, a dynamic-leakage power ratio can be
indirectly calculated for MEPT. However, it requires deeply
depleted channel CMOS technology to enable body biasing.
Rahman et al. [18] propose an MEPT scheme with per-
formance regulation. With a fixed operating frequency for
the switched capacitor (SC)-based converter and constant
input voltage, EPC can be computed. However, a 30-MHz
fixed clock is needed, leading to high power consump-
tion. Therefore, for ULP applications, we propose a CEC
MEPT method to achieve accurate MEPT with lower power
and area overhead, compared with the prior art mentioned
above.

B. Proposed CEC MEPT

The proposed CEC MEPT enables the PMU to deliver
near-constant energy at each power delivery cycle to the load
side and record the load clock cycles through digital counters.
EPC can be indirectly calculated by the outputs of the counters.
By comparing the counter outputs at adjacent two VOUT’s, the
circuit can approach the MEP and lock the operating point
once it finishes. Fig. 7 shows the architecture of the MEPT
circuits. To match the critical path of the microprocessor
regardless of the voltage ripples, a tunable replica oscillator
(TR-OSC) with the unified-clock-and-power architecture [22]
is implemented to automatically scale the load frequency with
the supply voltage. The TR-OSC drives both the load circuits
and the asynchronous counters. Two asynchronous counters
are implemented to record the load clock cycles with low
power overhead.

Fig. 8(a) and (b) shows the algorithm and timing waveform
of the proposed CEC MEPT, respectively. After the PMU goes
into the MEPT mode, SEL = SELM = 111, which indicates
that the DVFS operating point is controlled by the MEPT
block and set to the highest voltage value, 580 mV. After a
fixed number (16) of power delivery cycles, VOUT stabilizes,
and the MEPT process starts. For the first power delivery
cycle, the first asynchronous counter, CounterH, is enabled
to count the load clock. Once VOUT drops back to VREF,
CounterH stops counting, and VREF decreases one step (20 mV)
to a lower voltage level. Then, VOUT reaches the new VREF,
and CounterL is enabled to count the load clock, followed
by a comparison of the two counters to decide the tracking
direction. If CounterL has a smaller output, which indicates
that EPC is higher at the lower VOUT, the MEP is missed.
Then, the circuit jumps back to the previous VOUT point and
exits.
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Fig. 6. Conventional MEPT algorithms [16], [17], [18].

Fig. 7. Architecture of the proposed CEC MEPT.

The energy delivered from VIN to VOUT per power delivery
cycle can be calculated by the following equation:

ECYCLE = IAVEVINTHSηPS−EFFI

=
(VIN − VOUT)

2L
THSVINTHSηPS−EFFI

=
T 2

HS(VIN − VOUT)VIN

2L
ηPS−EFFI (5)

where THS and L present the width of the HS on time and
inductance, respectively. Since N , L , and VIN are constant,
and for two adjacent VOUT’s where the step is 20 mV (VOUT
ranges 0.4–0.58 V), VOUT and ηPS−EFFI can be approximately
regarded as a constant. Therefore, the energy delivered to the
load side can be a constant value for two adjacent VOUT’s. For
N cycle power delivery (N = 1 in this work), if the counter’s
output is MCOUNT, the load component EPC can be calculated
by the following equation:

EPC =
N T 2

HS(VIN − VOUT)VIN

2L MCOUNT
ηPS−EFFI. (6)

Therefore, by comparing the counter values for two adja-
cent VOUT, the MEPT can be achieved. The selection of a
20-mV step size involves a tradeoff between the accuracy
of the MEPT and the power/area overhead. A larger step
size reduces the number of DVFS operating points in a fixed
searching range, resulting in a reduction in power and area
overhead, as fewer voltage references are needed. However,
this may come at the cost of lower resolution in the MEPT.
In our design, we considered the load MEP curve and chose a
20-mV step size to ensure that the energy difference between
two consecutive steps closely approaches the limit that the
MEPT circuit can distinguish accurately. Further reducing the

Fig. 8. (a) Flowchart of the proposed CEC MEPT algorithm. (b) Timing
waveform of the proposed CEC MEPT.

step size would not yield improvements in resolution, as it
would reach a point where the tracking error introduced by
the MEPT circuits starts to impose limitations on accuracy.
The tracking error introduced by the MEPT will be explored
in Section III-C.

C. Accuracy Analysis for the CEC MEPT

The tracking errors of the proposed CEC MEPT are mainly
from assuming that the energy delivered to the load is constant
for each power delivery cycle. This assumption includes a
few approximations that lead to MEPT inaccuracy. In this
section, we categorize and quantify the errors associated with
this assumption, as shown in Fig. 9.
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Fig. 9. Categories and mechanisms of the MEPT errors.

1) 1E ST E P : The energy difference (%) between two adja-
cent power delivery cycles caused by the VOUT changes.

2) 1EP S−E F F I : The energy difference (%) between two
adjacent power delivery cycles caused by ηPS−EFFI.

3) 1E N O I SE and 1E S AM P L E : The energy differences (%)
between two adjacent power delivery cycles caused by
the inaccurate VREF and VOUT comparison due to the
comparator noise and low sampling frequency.

For 1ESTEP, according to (5), the term (VIN − VOUT) in
the numerator changes while tracking the MEP. Therefore, the
energy delivered to the load side is different when VOUT is at
VOUT1 and VOUT2. The difference can be calculated by the
following equation:

1ESTEP =

∣∣∣∣ (VIN − VOUT1) − (VIN − VOUT2)

(VIN − VOUT1)

∣∣∣∣
=

20mV
VIN − VOUT1

. (7)

Therefore, the maximum error happens when VIN − VOUT1
is at a minimum (VIN = 1.5 V and VOUT1 = 580 mV in
this design). The maximum error 1ESTEP−MAX is then 2.2%,
which means that the delivered energy at the current step is
2.2% higher than the energy delivered at the previous step.

For 1EPS−EFFI, when VOUT decreases, the voltage stress
on the inductor goes higher, which leads to degraded power
delivery efficiency. The power delivery efficiency is simulated
across VOUT with 1.5-V VIN demonstrating a 0.2%–0.6%
efficiency drop for two adjacent VOUT’s, as shown in Fig. 10,
where the digital core and TR-OSC are the loading compo-
nents. In other words, at 1.5-V VIN, the amount of energy
delivered to the load side is smaller due to the decreased
efficiency, which counteracts the effects from 1ESTEP. Thus,
the error from 1ESTEP and 1EPS−EFFI together is less
than 2.2%.

In terms of 1ENOISE, due to the noises from the comparator
and reference voltage, the power delivery happens late or
earlier than the time when VOUT reaches VREF. The strong-arm-
based dynamic comparator along with the reference voltage
is simulated with transient noise analysis [23], [24]. With a
1.5-V VIN and 50-kHz clock, the results show a
120–140-µV rms equivalent input noise at 1 σ and
0.4–0.58 V VOUT. Therefore, the energy difference due to the
noise can be calculated based on the energy stored on the

Fig. 10. Simulated power stage efficiency across VOUT with 1.5-V VIN when
loading the digital core (RISC-V and SRAM) and TR-OSC.

load capacitor, as illustrated by the following equation:

1ENOISE =
COUTV 2

OUT − COUT(VOUT − 0.14)2

2ECYCLE

= COUT
0.28 ∗ VOUT − 0.0196

2ECYCLE
. (8)

Therefore, we can get the maximum 1ENOISE at 0.58 V
VOUT: 1ENOISE−MAX = 81.4COUT/ECYCLE. COUT is control-
lable and has a tradeoff versus ripple voltage and tracking
speed [14]. According to (5), when THS is 0.8 µs and induc-
tance is 22 µH in this design, the energy delivered to the load
per cycle (ECYCLE) is 20 nJ with 1.5-V VIN and 0.58-V VOUT.
To achieve a low 1ENOISE, for example <2%, COUT needs to
be <4.9 µF.

In this design, we have chosen 4.7 µF as COUT, which leads
to a maximum 2% 1ENOISE.

For 1ESAMPLE, the error is introduced by the delayed
regulation when the comparator clock frequency is too low,
VOUT may drop below VREF before the power delivery cycle
happens. Like 1ENOISE, the power delivery happens at a
voltage deviated from VREF. At the highest tracking voltage,
where the load current is assumed at around 10 µA (according
to the power of the digital core), VOUT decreases with a slope
of 2.1 V/s based on the equation 1V/1T = ILOAD/COUT
when COUT is 4.7 µF. To achieve 1ESAMPLE < 2%, the
voltage droop should be <140 µV. The sampling frequency
needs to be larger than 15 kHz. In our design, once the circuit
goes into MEPT mode, the clock frequency is automatically
set to around 50 kHz to achieve 1ESAMPLE that is <0.1%,
which is negligible. Considering the error caused by 1ESTEP,
1EPS−EFFI, and 1ENOISE, the maximum overall error can be
calculated by

1ETOTAL−MAX = (1 − 1EPS−EFFI−MIN)(1 + 1ESTEP−MAX)

× (1 + 1ENOISE−MAX) − 1 < 3.6%.

Therefore, the energy delivery to the load side at two
adjacent VOUT values differs only by 3.6% at the worst case,
showing the accuracy of our tracking scheme.

IV. CIRCUIT IMPLEMENTATION

A. System Implementation

Fig. 11 shows the system block diagram of the proposed IoT
SoC. It includes a digital core, a clock and reset generator
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Fig. 11. System block diagram of the ULP IoT SoC with the proposed triple-mode PMU.

block, a buck converter with hybrid control scheme [14],
a voltage monitor (VM), an MEPT block, and an MC block.
The digital core consists of a 32-bit reduced instruction set
computer five (RISC-V) processor, a boot ROM, a memory
controller, an 8-kB SRAM, and peripherals. For energy aware-
ness, a 4-bit asynchronous SAR analog to digital converter
(ADC) in the VM is clocked by a ULP low-frequency leakage
current-based current-starving OSC (CS-OSC) to monitor the
input voltage level. For performance awareness, the micro-
processor keeps sampling the I/O interfaces and maps the
task priority to SELPA4, which is the last four bits of SELPA.
The most significant bit (MSB) of SELPA is the comparison
results of SELEA and SELPA4, indicating the need to switch
to the PA mode. The buck converter includes a length-tunable
power stage, two pulse generators, and a hybrid async./sync.
control scheme [14] for fast DVFS and FLTR. The MEPT
block is digitally implemented with a hill-climbing algorithm.
To achieve low quiescent power, the entire PMU uses a custom
2.5-V I/O device standard-cell library except for the MEPT
block that uses 1.2-V core devices. This allows the MEPT
block to be powered by VOUT rails for lower dynamic power
and a smaller area overhead. Therefore, with all these functions
and techniques integrated on-chip, the SoC can flexibly and
adaptively scale its power and performance based on both
input conditions and performance requirements.

B. Digital Core

The digital core features an 8-kB SRAM macro and a
32-bit Bottle-Rocket RISC-V microcontroller class processor
core with a basic three-stage pipeline that implements the
RV32IMC instruction set [25]. Besides the RISC-V core, there
are existing ULP digital cores that can push the floor power
down to the nanowatt level, including the ARM-Cortex M
series [9], [17], [18] and MSP430 series [10], [26]. However,
they both are not open source and require a license fee.
The MSP430 series is from Texas Instrument, resulting in

a more limited selection of development tools and libraries.
In contrast, the RISC-V core has multiple different versions
to choose from for different applications for free with an
expanding ecosystem, which is the main reason we choose
this type of core.

The RISC-V interfaces to a boot-ROM, peripherals, and an
embedded memory controller with the SRAM, through a cus-
tom Acorn RISC Machine (ARM) Advanced Microcontroller
Bus Architecture (AMBA) eXtensible Interface 4 (AXI4)-Lite
bus and an ARM AMBA Advanced Peripheral Bus (APB).
The peripherals include an 8-bit general-purpose input–output
(GPIO) interface, four serial peripheral interface (SPI) masters,
four timers, and a configuration block that contains memory-
mapped registers for communication with on-chip blocks.
Moreover, a joint test action group (JTAG) debug module is
included as part of the Bottle-Rocket package. The memory
controller enables a modular memory interface supporting
most bus protocols, including the ARM Cortex and the RISC-
V processors. The memory-mapped 8-kB SRAM in the system
serves as both the instruction and data memory. The memory is
custom-designed for self-powered systems with a high-VTH 6T
bit-cell to operate at sub-threshold voltages between 0.4 and
1.2 V, achieving nanowatt-level power consumption. Design-
ing an SRAM bit-cell to operate at a sub-threshold voltage that
satisfies the requirements, such as read/write stability, leakage,
power consumption, operation voltage, operating frequency,
and density, is a multi-dimensional design-space exploration
process. The bit-cell type, bit-cell size, device type, assist
techniques, and micro-architecture are all important SRAM
knobs. We implement our design using a bit-cell design
tool [27] that automates the bit-cell generation process for
a given user specification. This auto-generation flow decides
the bit-cell design knobs by performing the multi-dimensional
design-space exploration and replacing the human engineer
hours with machine computing time. The SRAM includes four
2-kB banks, each with two sub-banks. Each sub-bank shares
the same peripheral circuitry, offering speed, area, and leakage
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Fig. 12. Detailed schematic of the proposed asynchronous CEC MEPT.

improvements. Read and write assist circuitry is also included
in the SRAM to further enhance the robustness. Except for the
SRAM, the rest of the blocks of the digital core are synthesized
using a standard automated place and route flow.

C. MEPT Circuits

Fig. 12 shows the circuit implementation of the proposed
CEC MEPT. The circuit reuses the existing PMU circuits
and signals. Therefore, it only needs two 12-b asynchronous
counters, a pulse generator, an MEPT algorithm control block,
and three level shifters. The bit width of the counter needs to
be large enough to guarantee that the counter will not overflow
during counting. This can be calculated based on the energy
delivered from VIN to VOUT per power delivery cycle and the
energy per cycle of the load components. For example, in our
design, the energy per power delivery is typically 10–40 nJ
between 0.42 and 0.55 V and the energy per cycle of the
digital core is approximately 32 pJ at 0.55 V. Therefore, the
number of load cycles that is needed to consume the 40-nJ
energy is 1250. To achieve low power and area overhead with
high efficiency, three key techniques are utilized.

1) The ENBUCK and CLKDIG signals are reused as inputs
for the MEPT algorithm control block and asyn-
chronous counters, respectively. By leveraging the
existing ENBUCK signal to indicate a new power delivery
cycle for the buck converter and utilizing the CLKDIG
signal as the load clock cycles, there is no need for
additional clocks or signals, thereby saving power.

2) The whole function is achieved through a digital hill-
climbing algorithm-based feedback loop. This avoids
using high-power analog components and allows the
function to be implemented with VOUT as supply volt-
age, resulting in power reduction without compromising
performance.

3) As discussed in Section III-C, the buck converter
clock frequency is regulated at a >50-kHz range

to minimize the tracking error from low sampling
frequency. Therefore, with all these technologies, the
MEPT block achieves a high tracking accuracy with
only a 0.026-mm2 area overhead and sub-nW power
consumption.

D. Sub-nW Buck Converter and Hybrid Control

The digital buck converter consists of power stage and
pulse generators along with its hybrid synchronous and asyn-
chronous control. The comparator compares VREF and VOUT
and controls the power delivery cycles by turning on/off the
power stage transistors. Adaptive deadtime and zero current
detector (ZCD) detection are implemented together to avoid
extra conduction loss and reverse current for higher power
efficiency. The synchronous control loop regulates the output
voltage and adaptively changes the clock frequency using a
PFM scheme to provide high efficiency during light load
conditions. The asynchronous loop has the functions of: 1)
detecting the voltage droop or DVFS requests and 2) generat-
ing an asynchronous pulse to over-clock the comparator and
regulate the output voltage, achieving microsecond-level fast
tracking. By utilizing those techniques [14], the PMU achieves
fast DVFS and FLTR with sub-nanowatt power overhead.

E. Sub-Nanowatt Asynchronous ADC

A conventional SAR ADC uses a binary search procedure
to sense and digitize the input voltage, which often ranges
from VIN to ground (GND). For an N -bit ADC, the smallest
analog increment corresponding to a 1-LSB change (voltage
resolution) is only VIN/2N . As the input voltage increases, the
number of output bits of the ADC must increase to maintain
the same voltage resolution, which leads to increased area and
power overhead. In this application, it is unnecessary to cover
the whole input voltage range from VIN to GND since the
battery would be almost depleted after the voltage drops 50%
from the nominal voltage [28]. In this design, as shown in
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Fig. 13. Detailed schematic of the asynchronous SAR ADC.

Fig. 14. Schematic of the nW BG.

Fig. 13, the input voltage range that needs to be digitized is
only 1.5–2.5 V. To efficiently sense this input voltage range,
we implement an ADC with two references: VH and VL . With
the voltage divider, it achieves an input voltage resolution
of (3VH − 3VL)/24 with a smaller number of output bits,
compared with conventional schemes with a full reference
range.

F. Sub-Nanowatt BG and Clocks

The BG uses a beta multiplier current reference with a
28-M� on-chip resistor to generate supply-independent volt-
age references, as shown in Fig. 14. It generates 23 references,
of which 15 are allocated for DVFS with a voltage step of
around 40 mV ranging from 0.5 to 1.1 V, and eight are
designated for MEPT with a voltage step of around 20 mV
ranging from 0.42 to 0.56 V. To save power, each current
mirror branch generates two voltage references instead of one.
Those references are selected by a multiplexer (MUX) to
generate VREF. Each of the references has a 6- or 8-pF on-
chip decoupling capacitor. The clock generator of the core
consists of two ring OSCs, which includes a TR-OSC and a
tunable CS-OSC, as shown in Fig. 15. The TR-OSC contains
different delay stages [29]. Each stage includes different types
of digital logic cells (inverters, NOR gates, and resistors) with
independent delay tunability. By experimentally tuning the
delay of each stage in the TR-OSC, the critical path of the
digital core can be emulated by the TR-OSC for MEPT. The
CS-OSC provides a larger operating frequency range for the
SoC and enables low-frequency operation.

V. EXPERIMENTAL RESULTS

The SoC is fabricated in a bulk planar 65-nm LP CMOS
process. The die photograph is shown in Fig. 17 with a

Fig. 15. Schematic of the TR-OSC.

die area of 1.56 × 1.95 mm. The chip is tested with a
QFN100 package, an LPS5030-223MRC inductor, a 10-µF
input capacitor, and a 4.7-µF load capacitor.

A. System Operation

Fig. 16(a) shows the flowchart of the C code that is loaded
into the digital core for DVFS control and Fig. 16(b) shows
the setup of programming the digital core. Two methods
are available for this design to program the digital core,
which both are verified experimentally. The first method is
to utilize gcc-toolchain [30] to convert the C program into an
executable and linkable format (elf) file, followed by using
GDB and Open on-chip debugger (OCD) [31] to directly load
the program into the SRAM by communicating with the JTAG
port over a J-link probe [32]. Another method is to program
the digital core over the non-volatile memory (NVM). Once
the digital core boots up, it automatically loads programs over
SPI. By loading the desired program into the NVM by an IO-
3200 pattern generator and logic analyzer (PGLA), the digital
core can load and execute the program stored in the NVM.
As shown in Fig. 16(a), the loaded program lets the digital
core periodically scan the GPIO port and decide the time
of enabling the PA mode by comparing SELPA and SELEA.
Once the program is executed, the SoC adaptively switches
among the three modes based on both the input and output
conditions. Fig. 16(c) shows the measured triple-mode transi-
tion waveform. A Keysight B2902A sourcemeter generates a
triangle VIN voltage, while three GPIO signals, which represent
different priority levels, are controlled by a PGLA. At the
beginning, when VIN increases, the PMU is in the EA mode
so that VOUT also increases with VIN. In the EA mode, if the
ADC output changes, the PMU enables the asynchronous loop
to quickly track the new reference voltage. Whenever an event
occurs (GPIO signal goes to 1), the digital core maps the
event address with its LUT and changes SELPA. If SELPA is
larger than the SEL, the system goes into the PA mode and the
digital core changes the ENPA signals (shown in Fig. 11). This
change enables the asynchronous loop of the PMU to quickly
regulate VOUT to the new reference voltage, as discussed in
Section II-C. Therefore, when VIN is relatively low, the system
has a higher chance to move into the PA mode when an event
occurs since the SEL is likely smaller than SELPA, indicating
that the performance requirements are not met. After VIN goes
below 1.5 V, the MEPT block is enabled to start tracking to
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Fig. 16. (a) Flowchart of the C code loaded into digital core for DVFS control. (b) Testing setups and two methods of programming the digital core.
(c) Measured triple-mode transition among the EA mode with VIN changing between 1.5 and 2.3 V, the PA mode with triple prioritized events, and the MEPT
mode after VIN drops below 1.5 V.

Fig. 17. Chip micrograph of the IoT SoC.

keep the system operating at the MEP until VIN charges up
again or a prioritized event occurs. Thanks to the TR-OSC,
the clock frequency can automatically scale with the voltage
of the digital core to ensure its functionality during DVFS
transitions. With the async./sync. control scheme validated by
our previous work in [14], the PMU achieves 8.32-mV/µs
up-tracking and 4.64-mV/µs down-tracking speed. When the
load current changes from 45 nA to around 1 mA within
100 ns, the voltage droop is 56 mV and the settling time
is 183 µs.

B. PMU Efficiency

Fig. 18(a) shows the measured power efficiency of the
triple-mode PMU across output power. The efficiency is
calculated by using the load power at VOUT divided by the
power measured at VIN. A sourcemeter is used at VOUT to
provide load current. The MEPT block is powered by VOUT,
so its power is measured separately and added into the input
power (PPMU). The results show that the PMU achieves a
92.6% peak efficiency and maintains an efficiency >80% from

Fig. 18. (a) Measured power efficiency of the triple-mode PMU across output
power at different input and output voltages. (b) Measured and simulated
power efficiency of the triple-mode PMU across output power at 1.5-V VIN
and 0.5-V VOUT across different corners and temperatures.

190 nW to 3 mW, providing over four orders of magnitude
of the load power range. Fig. 18(b) shows the measured and
simulated (post-layout) power efficiency of the triple-mode
PMU across output power at 1.5-V VIN and 0.5-V VOUT across
different corners and temperatures. Thanks to the PFM control,
the measured switching frequency of the PMU automatically
scales between 21 Hz and 163 kHz according to the load
current.
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Fig. 19. (a) Measured MEPT waveform, (b) measured MEPT accuracy for
different loads, and (c) measured MEPT accuracy in terms of voltage error
and EPC across ten dies.

Fig. 20. Setup for efficiency and quiescent power measurement.

C. MEPT Accuracy

The measured MEPT waveform is shown in Fig. 19(a).
After the SoC goes into the MEPT mode, VOUT is regulated
at 580 mV, while the clock of the buck converter is fixed
at a >50-kHz frequency. After VOUT is stable, the MEPT
process starts. Fig. 19(b) shows the MEPT accuracy across
load variation. The pseudo loads are composed of multi-
threshold [high threshold (HVT)/standard threshold (SVT)/low
threshold (LVT)] power-gateable digital counters with tunable

Fig. 21. (a) Measured power breakdown of the IoT SoC and PMU and
(b) quiescent PMU power breakdown of the PMU across VIN. (c) Power
consumption of digital core across frequency at 0.5, 0.55, and 0.6 V.
(d) Measured leakage power across supply voltage for the MEPT circuits.

load capacitors. Therefore, the leakage and dynamic power of
the pseudo loads are controllable. Three load combinations,
including RISC-V with TR-OSC, pseudo loads with TR-OSC,
and digital core (RISC-V + SRAM) with TR-OSC, are tested
to verify the MEPT accuracy. The MEPT result is the mode
value of MEPT results over 20 iterations and it achieves
<18-mV error compared with the real (measured) MEP. Ten
chips are tested with the pseudo load and TR-OSC as loading
components, and the results show that the maximum voltage
error is 18 mV and the maximum EPC error is 2.3%, as shown
in Fig. 19(c). This allows the load circuits to operate close to
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TABLE I
COMPARISON OF THE PMU-ENABLED IoT SoC WITH STATE-OF-THE-ART

the real MEP. Also, compared with using a fixed operating
voltage, the MEPT can bring an energy saving up to 10.3%
when the load component changes.

D. System Power Breakdown and Analysis

Fig. 20 shows the measurement setup for the PMU effi-
ciency and quiescent power measurement. A Keithley 2401
sourcemeter is configured as a load at the VOUT rail. The
quiescent power, including leakage, is measured by a Keithley
6430 sub-Femto sourcemeter with high accuracy. Fig. 21(a)
shows the system and PMU power breakdown. The SoC has a
minimum system power consumption of 194.3 nW at 180 Hz
clocked by the CS-OSC. In addition, the proposed PMU
achieves 5.2-nW quiescent power. The loss from the control
circuits, including DVFS, is less than 10% by reusing the
existing signals and circuits [14] and the major power loss
comes from the BG due to the 23 voltage references that
are required for DVFS and MEPT. The power overhead of
the MEPT circuits in the idle state, with a VOUT of 0.5 V,
accounts for only 0.19% of the total system power. Fig. 21(b)
shows the quiescent power breakdown of the PMU across VIN.
The total quiescent power of the PMU achieves 5.2 nW at
1.5 V, with the BG component contributing the most to power
consumption. Fig. 21(c) shows the power consumption of the
digital core, which includes SRAM and RISC-V processor
across frequency and supply voltage. The total power of the
digital core and TR-OSC is 904 nW when the core operates at
32 kHz with a supply voltage of 0.5 V. The maximal operation
frequency of the digital core is 32, 140, and 520 kHz, at 0.5,
0.55, and 0.6 V, respectively. The TR-OSC is manually tuned
to align with the maximal frequencies with a margin added
for reliable operations. The measured leakage power of the
MEPT circuit across supply voltage is illustrated in Fig. 21(d),
showing that the MEPT only consumes 379 pW at 0.5 V.

E. Comparison to State-of-the-Art Works

Table I compares the proposed PMU-enabled SoC with
state-of-the-art works, which have not previously targeted
the nanowatt-level power range. Our PMU maintains a high
efficiency over a load range that is >100× than the prior
art and achieves the highest peak efficiency. Thanks to the
hybrid buck control scheme, this PMU also features fast
DVFS and FLTR which previous works do not support.
Besides, the proposed triple-mode power management allows
the SoC to coordinate both the input and load conditions to
achieve a flexible tradeoff between energy and performance.
The CEC MEPT circuit achieves <2.3% EPC error with
>100× power overhead reduction and the lowest area over-
head of 0.026 mm2. Finally, the SoC and PMU achieve MEPT
for energy minimization, performance regulation, and available
input energy awareness while simultaneously allowing these
techniques to be applied to ULP, nanowatt-scale SoCs.

VI. CONCLUSION

To achieve energy optimization while simultaneously regu-
lating the performance of the SoC for sub-microwatt IoT appli-
cations, we present a 194-nW SoC with a triple-mode PMU
that achieves available energy adaptability, performance scal-
ing, and MEPT. By utilizing a PMU-processor-in-loop control
architecture, the SoC can self-scale its performance–power
based on both the input available energy and performance
requirements. Fast DVFS and FLTR for mode transition are
achieved through a sub-nanowatt hybrid asynchronous and
synchronous control for the buck converter. With the proposed
CEC MEPT, the SoC can track the most efficient operating
point for energy minimization with <18-mV voltage error and
<2.3% EPC error. Thanks to the digital implementation and
reuse of existing signals, the MEPT circuits achieve the lowest
0.026-mm2 area overhead and 412-pW active power overhead,
which only accounts for 0.19% of the total system power and
achieves >100× power reduction compared with prior arts.
With all those techniques mentioned above and ULP design
for SAR ADC, BG, and OSCs, the IoT SoC and PMU achieve
a minimum 194- and 5.2-nW quiescent power, respectively.
All these results and features make this SoC well-suited for
ULP IoT applications.
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