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Abstract— This paper presents a fully autonomous system-on-
chip (SoC) that can be distributed along a fiber strand, capable 
of simultaneously harvesting energy, cooperatively scaling 
performance, sharing power, and booting-up with other in-fiber 
SoCs for ultra-low-power (ULP) sensing applications. Utilizing a 
custom switched capacitor energy harvesting and power 
management unit (EHPMU), the SoC can efficiently redistribute 
and reuse harvested energy along the fiber. Integrated on-chip, 
the ULP RISC-V digital core and temperature sensor enable 
energy-efficient sensing and computation at nanowatt power 
levels. A dedicated ripple boot-up and cooperative dynamic 
voltage and frequency scaling (DVFS) further optimize the 
operation and physical size of the system. Fabricated in 65 nm, 
measurement results show that the proposed SoC achieves 33 nW 
power consumption for the whole chip under 92 Lux lighting 
condition and can reduce control power down to 2.7 nW for the 
EHPMU. With the proposed power sharing and cooperative 
DVFS techniques, the SoC reduces the illuminance needed to stay 
alive by >7× down to 12 Lux. Integrated into a mm-scale polymer 
fiber, our SoC demonstrates the feasibility of fully autonomous 
and ULP on-body sensing systems in resource-constrained fiber 
environments.  

 
Index Terms—Self-powered system-on-chip, distributed 

sensing network, power management, energy harvesting, power 
sharing, ultra-low-power, ripple boot-up, DVFS.  

I. INTRODUCTION 

he increasing popularity of mobile digital computing 
systems, known as wearables, has paved the way for 

collecting physiological data from the human body. However, 
these wearable devices often require users to carry an 
additional rigid object, limiting their adoption and restricting 
the data they can access. In contrast, everyday clothing 
provides a distinct advantage as it maintains a direct contact  
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with larger areas of the body. This presents a significant 
opportunity to collect, store, and analyze untapped 
physiological variables. With the rapid advancements in 
integrated circuit (IC) technology, especially reductions in 
power consumption and physical size, miniaturized self-
powered systems can be seamlessly integrated into textiles or 
a single fiber strand [1]-[6]. These miniaturized self-powered 
systems-in-fiber (SiFs) offer significant potential for enabling 
various new sensing applications, such as health monitoring, 
human-computer interfaces, and on-body machine-learning. 
This trend enables continuous in-fiber background monitoring 
of physiological and environmental signals without the need 
for external power sources, constraints related to space 
limitations, frequent battery replacements, or regular 
maintenance. 

 
Fig. 1. The available energy from different types of energy sources in a 1-10 
mm2 scale form factor, including thermal energy [8],  solar energy [9][10], RF 
energy [11], other emerging and hybrid energy sources [12], coin batteries 
[13], and supercapacitors [13].  
 
   However, to build such a self-powered, imperceptible, 
lightweight, and robust SiF in a mm-scale form factor, the 
design of the systems-on-chip (SoCs) presents significant 
challenges: 1) Ultra-low-power (ULP): the limited physical 
size of the devices severely restricts the available energy 
budget. As shown in Fig. 1, the available energy from various 
harvesting sources can vary due to environmental changes and 
body movements with the potential to drop to nanowatt (nW) 
levels. Miniaturized batteries and supercapacitors [13] only 
provide mAh capacity which can be depleted frequently and 
recharged slowly by these mm-scale harvesters, limiting the 
system availability. This necessitates aggressive power 

T

This article has been accepted for publication in IEEE Transactions on Biomedical Circuits and Systems. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TBCAS.2023.3309779

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: University of Virginia Libraries. Downloaded on September 22,2023 at 13:06:21 UTC from IEEE Xplore.  Restrictions apply. 



 
 

2 
 

reduction of the SoC to match the available input energy. 2) 
Miniaturization: the total device count and off-chip 
components must be reduced and miniaturized to fit the mm-
scale form factor, ensuring imperceptible and comfortable user 
experiences. This requires high-level integration and 
avoidance of bulky components, such as inductors [17]. 3) 
Adaptability and autonomy: the limited energy storage and 
versatile environment result in unreliable and intermittent 
harvested energy. Consequently, SoCs require adaptability and 
autonomy to adjust their power and performance dynamically, 
enhancing system reliability to avoid system shutdown. 4) 
Efficient sensing, computation, and communication: with a 
limited energy budget, it is crucial to sense, process, and 
transfer the collected dataset in an energy efficient manner 
while meeting the application demands. 
   Fig. 2 shows several previous works in SoC design and 
textile sensing systems. Each work offers some unique 
benefits, but none can fully deliver the performance required 
to enable fully autonomous mm-scale SiF. A prior smart E-
textile system [1] enables self-powered on-body Na+ sensing 
with energy harvested from sweat-based bioenergy, body heat, 
and body movement. But the system is built with cm-scale 
commercial-off-the-shelf (COTS) components that consume 
>4 mW. The work presented in [2] achieves mm-scale in-fiber 
body temperature sensing and data storage, enabling 
healthcare monitoring and human activity recognition using 
embedded temperature sensors and memories. However, this 
intelligent fiber requires batteries as energy sources with >10 
µW power consumption. The state-of-the-art microsystems 
that use custom SoCs have achieved nW power and mm-scale 
form factor [11][14]-[16]. They enable ULP glucose 
concentration sensing [11], temperature sensing [14][15], and 
neural recording [16]. However, these microsystems all need a 
dedicated base station to provide light (>3 Klux [14], >60 
Klux [14]) to program, communicate, and power the devices 
wirelessly. Moreover, none of them support communication in 
a distributed system. This leads to reduced system autonomy 
and an inability for direct inter-SoC communication. 
Therefore, to address these limitations, we propose a fully 
autonomous self-powered SoC that can be distributed along a 
fiber strand, capable of simultaneously harvesting energy, 
cooperatively scaling performance, sharing power, 
communicating, and booting-up with other SoCs to enable a 
self-supporting networked sensing system in-fiber, as shown 
in Fig. 3.  

   The highlighted advantages and innovations beyond the 
prior art include: 

1. Distributed harvesting: instead of powering the system 
from an aggregated energy source, the proposed 
architecture distributes SoCs along the fiber, which 
enables each SoC to harvest and manage energy 
simultaneously in a cooperative manner. 

2. Power sharing (PS): All the SoCs share a supply voltage 
rail, the VSHARE rail. Each SoC can charge, utilize, or 
isolate the VSHARE rail. This capability provides a 
flexible set of power management options to redistribute 
and reuse the energy harvested along the fiber. 

3. Ripple boot-up (RB) procedure: instead of programming 
each SoC individually [11][14]-[16][23], a power-
gateable ripple boot-up RAM (RB-RAM) enables 
autonomous instruction memory programming via a RB 
procedure from a single non-volatile memory (NVM), 
achieving a minimal device count and asynchronous 
communication. 

4. Cooperative dynamic voltage and frequency scaling 
(DVFS): The SoCs can monitor the energy conditions of 
neighboring SoCs and adjust their DVFS operating 
points cooperatively, which improves the viability of the 
entire system. 

5. ULP digital core and sensor: the SoC incorporates a 
state-of-the-art digital core [18] based on dynamic-
leakage-suppression (DLS) technology and a pW-level 
temperature sensor [29]. These ULP components ensure 
energy-efficient operation of the SoCs, significantly 
reducing the floor power. 

   With all these functions integrated on-chip, the SoC 
achieves 33 nW power consumption for the whole chip under 
92 Lux light from a mm-scale solar cell and can reduce control 
power down to 2.7 nW for the energy harvesting and power 
management unit (EHPMU). The proposed PS and 
cooperative DVFS reduce the illuminance needed to stay alive 
by over 7× down to 12 Lux for a multi-SoC SiF versus just a 
standalone SoC. This allows the SoC to survive in worse 
lighting conditions than the prior art. We integrate the SoC 
into a 2.2×1 mm cross-section polymer fiber with an 
embedded electrical bus via a 4.7×3.7 mm interposer board, 
showing its compatibility with advanced fiber fabrication 
processes, as shown in the bottom of Fig. 3. In this paper, we 
expand our previous work [19] to further illustrate the design 

Fig. 2. The state-of-the-art textile/fiber-based sensing systems [1][2] and microsystems with customized SoC [11][14]-[16]. 
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details, trade-offs, and circuit implementations. The 
subsequent sections are organized as follows: Section II 
presents an overview of the system architecture, system-level 
behaviors and background of the technologies that are used. 
Section III demonstrates the detailed circuit implementation, 
followed by the silicon measurements and fiber integration in 
Section IV. Finally, Section V concludes this paper.  

II. SYSTEM BEHAVIOR AND TECHNOLOGY BACKGROUND  

A. Architecture of the Proposed System and SoC 

   Fig. 3 and Fig. 4 show the connectivity and architecture of 
the proposed nanowatt system-in-fiber (nanoSiF). To enable 
self-powered sensing, processing, and communicating, each 
SoC is composed of a digital core, EHPMU, temperature 
sensor, RB-RAM, and other supporting blocks. Fig. 4 shows 
how all the SoCs share a voltage rail, the VSHARE rail, while 
each SoC also has its own dedicated local rails, to power the 
components on the local chip. This design allows for a highly 
flexible set of power management options. Further details on 
this power management are presented in Section II-B. In 
addition to the shared VSHARE and ground rail, the SoCs are 
interconnected to upstream and downstream SoCs via serial 
peripheral interfaces (SPI). This connection setup requires 
only six signals, including VSHARE, SPI signals (SS, SCLK, 
MOSI, MISO), and GND. With the proposed RB-RAM, as 
described in Section II-C, a compact in-fiber communication 
solution can be realized for applications with limited space 
availability. 

    
Fig. 4. The connectivity of the SoCs and architecture of the proposed nanoSiF. 

B. Distributed Harvesting and Power Sharing  

   Instead of powering the entire fiber system from a 
centralized energy source, the proposed nanoSiF adopts a 
distributed energy harvesting and PS approach. This approach 
involves strategically placing the SoCs along the fiber strand 
to enable cooperative and simultaneous energy harvesting. 
Each SoC can dynamically adjust its connectivity among the 
EHPMU, VSHARE, and VLOCAL rails. The EHPMU works in 
three different modes, as shown in Fig. 5(a). For mode 1, the 
VSHARE and VLOCAL rails are shorted together, allowing the 
EHPMU to interact with both rails simultaneously. In mode 2 
and 3, the EHPMU only interacts with one rail (the VSHARE or 
VLOCAL rail), respectively, while the two rails remain 
disconnected.  

 
Fig. 5. The principle of the power sharing control scheme: (a) three different 
modes; (b) timing waveform for mode transition. 

   These functions enable a flexible set of power management 
options. With an integrated step-up/down converter, SoCs can 
charge surplus energy to the VSHARE rail when it is available, 
draw power from the VSHARE rail when local energy is scarce, 
or isolate the chip from the VSHARE rail to act as a power 
island. Fig. 5(b) shows the timing waveform of the proposed 
PS scheme. By default, mode 3 is activated, and the EHPMU 

Fig. 3. Architecture of the proposed nanowatt System-in-Fiber (nanoSiF) and photos of SoC integration into a fiber using an interposer. 
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only charges the VLOCAL rail to power the components on the 
local chip. Once the VLOCAL rail reaches 1.1 V, indicating the 
local storage node is full, the SoC switches to mode 2 to 
contribute the surplus energy to the VSHARE rail. During this 
transition, the VLOCAL rail keeps powering components on the 
local chip without being charged, causing it to gradually drop 
below 1 V. Then, the SoC re-enters mode 2 to regulate the 
VLOCAL rail, guaranteeing the functionality of the SoC itself. 
Once both rails are full, the SoC connects them together for 
reduced voltage rippling. Notably, an additional benefit of this 
PS scheme is its ability to accelerate the cold startup time 
when the VSHARE rail is already fully charged. As shown in 
Fig. 5, the SoC2 achieves a faster startup operation. Moreover, 
in situations where other SoCs are drawing excessive power 
from the VSHARE rail, causing the VSHARE rail collapsing, the 
two SoCs isolate their VLOCAL rails from the VSHARE rail to act 
as independent power islands. In this way, local regions of the 
fiber can stay active even when other regions are experiencing 
power shortages. Compared to the centralized architecture, 
although this distributed architecture introduces cascade loss 
during power sharing due to the energy transfer into the 
VSHARE rail and subsequent down-conversion, yet it reduces 
the system's reliance on a single centralized PV cell. This 
improved system viability ensures uninterrupted functionality. 
Additionally, the distributed architecture provides greater 
flexibility in power management, ensuring surplus energy 
from SoCs with higher light intensity benefits those in dimmer 
environments. Consequently, the overall energy efficiency and 
energy utilization of the self-powered SiF are optimized. 

C. Ripple Boot-up and Asynchronous Communication  

   In addition to the energy challenges, efficient in-fiber 
communication and SoC programming present another barrier. 
Conventionally, each SoC requires to be programmed 
individually [11][14]-[16] or paired with a dedicated non-
volatile memory (NVM) [23], which is impractical for SiF 
applications due to the physical size constraints.  

 
Fig. 6. Ripple boot-up procedure and principle. 

   To address this limitation, we propose an RB procedure to 
program all the SoCs in-fiber, using only one NVM. Fig. 6 
illustrates the RB procedure. Each SoC incorporates two SPI 
masters (SPI0 and SPI1) and a 492-byte RB-RAM. In the RB 
procedure, after the first SoC in the fiber starts up, it executes 
its boot-ROM code which uses SPI0 to load the intended 
program from the adjacent NVM into its own instruction 
memory for execution. It additionally copies the newly loaded 
instruction code into its RB-RAM over SPI1, as illustrated by 
steps 1-3. The original instruction code may be programmed 
to follow an evolution during this propagation, such as 
incrementing a register value to be used as a unique chip 

identifier. In other words, SoC1 can put either the same or a 
modified version of its own instruction code into its RB-RAM. 
When the second SoC (SoC2) starts up, it loads the program 
from the RB-RAM of SoC1 and copies the program into its 
own RB-RAM, ensuring the downstream SoC (SoC3) can load 
the program. This process is repeated, enabling all the SoCs in 
the fiber to receive their program using only one NVM, which 
reduces the device count. Furthermore, the RB-RAM 
facilitates inter-SoC asynchronous communication. Each SoC 
can read and modify the RB-RAM of the upstream SoC and its 
local RB-RAM, ensuring that the neighboring SoCs are aware 
of the updated information. In our implementation, the RB-
RAMs are small for supporting simple operations, but this 
scheme can scale up to larger instruction memories. 

D. Cooperative DVFS  

 
Fig. 7. (a) the proposed cooperative and local DVFS control algorithms; (b) 
the timing waveform of the proposed cooperative and local DVFS control. 

   Conventionally, DVFS is used to balance the power 
consumption and performance of the SoC [20]-[22]. 
Frequency and voltage can be dynamically scaled according to 
either the input energy condition, task priority, or a 
combination of both. With the proposed RB-RAM and PS 
technology, the SoC can share energy and data with other in-
fiber SoCs. These advantages enable the SoCs to 
cooperatively scale their power and performance not only 
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based on the local energy/task conditions but also considering 
the conditions of adjacent SoCs. This cooperative DVFS 
approach facilitates global performance and energy 
optimization, maximizing the overall viability of the system. 
   Fig. 7 (a) shows the proposed cooperative and local DVFS 
control algorithms. Each SoC periodically updates a register in 
its RB-RAM that indicates whether its local environment is 
too poor and in need of an energy boost. Adjacent SoCs 
periodically detect whether there is a help request from 
neighboring SoCs and assess their local energy conditions. If a 
help request is detected, the SoC moves into cooperative 
DVFS mode and slows its clock frequency down to reduce 
power and share more energy with the VSHARE rail. Conversely, 
if its local environment is poor, the SoC updates its RB-RAM 
to indicate a help request and then moves to local DVFS mode 
to reduce its clock speed and power consumption, conserving 
energy. Therefore, by adopting this approach, when certain 
SoCs face critical harvesting conditions, adjacent SoCs can 
slow down their operations to share more power, ensuring the 
entire fiber system remains operational. Fig. 7 (b) shows the 
proposed cooperative and local DVFS control timing 
waveforms. The four rows represent the environment 
condition, event priority (data amount), DVFS operating speed 
of SoC1, and energy flow direction, respectively. When the 
environment is in a good condition and there are no help 
requests from adjacent SoCs, SoC1 scales its performance and 
power according to the environment or event priority, 
operating in local DVFS mode. However, if its local 
environment falls below a critical threshold or the adjacent 
SoCs request help, SoC1 moves into cooperative DVFS mode. 

E. Dynamic Leakage Suppression Technology  

   To maintain continuous battery-less sensing, the SoC needs 
to dynamically scale its performance in response to the 
fluctuating input energy conditions, even down to the low-nW 
level. However, the floor power of a static CMOS logic based 
MCU/SoC is limited to 100 s of nW range due to leakage 
power, unless it has a dedicated retention mode [24] or deep-
sleep mode [25]. DLS logic [26] can push the floor power 
down to a few nW, but it suffers from poor performance 
scaling due to a weak dependence on the supply voltage. As 
shown in Fig. 8, scalable DLS (SDLS) logics are then 
introduced to transition each gate across a continuous range 
between DLS and CMOS operating regimes [18][27] over the 
two bias voltage, VCN and VCP. This provides granular 
performance scalability while still maintaining the floor power 
of the SoC at a few nW.  
 

 
Fig. 8. Scalable DLS logic architecture and working principle [18][27]. 

   In this design, the processor is synthesized with a 
customized SDLS standard cell library for ULP and scalability. 
In addition, memory is a crucial component for storing data 
and instructions, but conventional SRAM has high leakage 
current and nW-level memory either suffers from low density 
due to the latch-based cells [14] or requires a dedicated deeply 
depleted process [20]. In this design, DLS logic is utilized in 
the SRAM bit cell to achieve nW-level power consumption 
and improved noise margin [28]. Furthermore, positive 
overdrive voltage (VSG< 0) is used for the access transistor in 
the bit cell, reducing leakage current by 332-3117× from 0.3-
0.9 V compared with the conventional 6T bit cell [28]. 
   In total, the combination of flexible power management 
options, asynchronous communication through the RB-RAM, 
cooperative DVFS, and (S)DLS technologies enables the SoCs 
to achieve efficient power utilization, compact in-fiber 
communication, optimized energy-performance balance, and 
ULP floor power. 

III. CIRCUIT IMPLEMENTATION  

A. System Implementation  

  Fig. 9 shows the block diagram of the proposed nanoSiF SoC. 
It is composed of a digital core (described in our previous 
work [18]), a two-stage switched capacitor (SC)-based 
EHPMU, a sub-nW temperature sensor [29],  a DVFS 
controller, I/O peripherals, and an RB-RAM. The EHPMU 
harvests energy from a photovoltaic cell (PV) through a two-
stage SC-based converter and low-dropout regulator (LDO) to 
generate four outputs: VDIG (~0.58V), VLOCAL (1-1.2V), 
VSHARE (1-1.2V), and VLDO (0.95V). The cold startup function 
and two-dimensional maximal power point tracking (2D-
MPPT) are integrated into the EHPMU to achieve full 
autonomy and adaptability. The peripherals in the digital core 
include two SPI masters, an 8-bit GPIO port, and 7 memory-
mapped registers (32-bit). These components facilitate 
wireline communication between SoCs and enable observation 
and communication with the on-chip components. SPI0 is 
connected to the upstream SoC, and SPI1 is connected to its 
local RB-RAM for asynchronous communication and ripple 
boot-up. The temperature sensor utilizes gate leakage to 
achieve sub-nW power consumption with a resolution of 0.25 
C [29].  The DVFS controller generates two bias voltages, VCN 
and VCP, to adjust the performance and power of the SDLS 
gates in the digital core. In addition, it replicates the critical 
path of the digital core and keeps the digital core operating at 
the maximum frequency. The RB-RAM incorporates two SPI 
slaves and a 492-byte RB-RAM to allow the local SoC and 
adjacent SoCs to read and write the information in the RAM 
for asynchronous communication.  

B. Digital Core with DVFS Controller 

   The digital core [18] includes an SDLS-based 32-bit RISC-
V processor and an 8 KB DLS SRAM. The processor 
implements a BottleRocket RISC-V core (RV32IMC, derived 
from [30]). Except for the SRAM, all components in the core 
are synthesized using a custom IO-device forward-body-bias 
SDLS standard cell library. The bit-cell for the SRAM is also 
implemented with all IO devices to minimize leakage. The 
high VTH and thick gate oxide property of IO devices 
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significantly reduce the subthreshold leakage and prevent gate 
leakage at high supply voltages.  
   The DVFS controller [18][27] consists of a voltage scaling 
controller (VSC) and an adaptive clock generator (ACG). The 
VSC generates the VCN and VCP voltages by selecting two 
complementary references from a voltage divider, followed by 
a pA-driver. The ACG is composed of an SDLS-based ring 
oscillator (OSC) bank (12 possible OSCs with different 
scaling characteristics to choose from), a programmable 
divider, and a duty cycle controller. The SDLS-based OSC 
tracks the max frequency of the digital core. The tunable 
divider and multiple OSCs provide flexibility in tuning the 
frequency sensitivity to VCN, VCP, and VDD, which helps 
ensure a close match between the replica path delay and the 
critical path of the digital core. 

C. SC-based Two-stage Converter 

 
Fig. 10. The architecture of conventional SC-based multi-output EHPMUs 
[31]-[34].  

   For self-powered SiF applications, the EHPMU circuits 
require to be fully integrated on-chip and ULP. However, 
conventional inductor based EHPMU suffers from bulky off-
chip inductors [17]. On the other hand, hybrid-inductor-
capacitor architectures, while capable of miniaturization, 
typically demand power consumption in the µW-mW range. 

Therefore, in this design, this design leverages a SC-based 
EHPMU to achieve miniaturization and ultra-low quiescent 
power. Conventionally, four architectures are utilized for 
multi-output SC-based EHPMU, as shown in Fig. 10. The first 
approach proposed in [31] harvests energy from the PV cell 
and stores it in a battery and then down-converts to the VOUT. 
However, for ULP applications where the load typically works 
in the near/sub-threshold region, 0.3-0.6V for example, the 
EHPMU has a large (>20×) cumulative ratio voltage 
conversion, leading to decreased end-to-end efficiency. The 
architecture proposed in [32] directly regulates the VOUT using 
the harvested energy and stores the surplus energy in the 
battery. However, this design requires off-chip MPPT and four 
converters, leading to low overall efficiency and an area 
penalty. The recent work in [33][34] utilizes a two-stage 
architecture with capacitor sharing technology to avoid 
cascade loss and improve the flying capacitor utilization. 
Based on the input and output power conditions, the flying 
capacitors can be dynamically reallocated to the first or second 
stage. Nevertheless, the work in [33] does not have cold 
startup circuits for deployability and requires a 10 MHz clock, 
leading to high power overhead. Moreover, both works target 
µW-level which is not suitable for nanoSiF applications. 
   To address these limitations and enable flexible power 
management options, our EHPMU utilizes the two stage SC-
based architecture [33] to avoid cascade loss. For the 1st stage 
converter, we use a reconfigurable serial-parallel charge pump 
with five conversion ratios, modified from [35], as shown in 
Fig. 11(a). This allows us to utilize a lower frequency clock 
with a smaller area for ULP applications, compared with the 
continuously scalable conversion ratio converter [33]. To 
accommodate the wide input voltage range, the 1st stage step-
up converter supports the conversion ratios of 4×, 3×, 2.5×, 2×, 
and 1.5×. Moreover, devices with different threshold voltage 
are used to tradeoff between leakage and speed. For 

Fig. 9. The block diagram of the proposed SoC.  
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conventional work [35], it keeps the capacitance of the flying 
capacitors identical. This leads to sub-optimal utilization of 
the flying capacitors. In this design, as shown in Fig. 11(b), 
the capacitance of the flying capacitor and configurations are 
modified such that all three flying capacitors can be utilized in 
each conversion configuration, thereby improving the 
maximal output power. The 2nd stage step-up/down (bi-
directional) converter supports a fixed 2/3× and 2× conversion 
ratio to interact with the VDIG, VSHARE, and VLOCAL rails, as 
shown in Fig. 11(c)(d). The VLOCAL rail powers a nW LDO to 

generate a VLDO rail specifically for the DLS SRAM. With a 
100 nF decoupling capacitor, the LDO achieves >42 dB power 
supply rejection ration across 1 KHz to 10 MHz in post-layout 
simulation. The 2nd stage converter can be configured to 
charge the surplus energy to the VSHARE (VLOCAL) rail or pull 
energy from the VSHARE (VLOCAL) rail to charge the VDIG rail. 
For the 2nd stage converter, the 2× conversion ratio 
configuration is identical to the 1st stage converter, while the 
2/3× conversion ratio has swapped phases compared to the 1st 
stage converter.  

Fig. 11. (a) the schematic of the step-up converter; (b) the configurations of the step-up converter; (c) the schematic of the step-up/down converter; (d) the 
configurations of the step-up/down converter.  

Fig. 12. The block diagram of the proposed two-stage SC EHPMU. 
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D. EHPMU Control Circuits  

   Several control circuits are employed for the two-stage 
converters to ensure full autonomy, self-adaptiveness, and 
flexible power management. The full block diagram of the 
EHPMU, including the control circuits, is shown in Fig. 12. 
Here are the details of the control circuits:   
   1) 2D-MPPT: The 2D-MPPT circuits include an always-on 
dynamic fractional open circuit voltage (FOCV) tracking 
scheme with pulse frequency modulation (PFM) and a 
conversion ratio modulation (CRM)-based control scheme, as 
shown in . The PFM regulates the PV cell voltage, VPV, to a 
fraction of the open circuit voltage (i.e., VPV = KOC×VOC) [36]. 
It is achieved by calculating the oversample rate (OSR) and 
maintaining the OSR between 1.5-5× through controlling the 
frequency of the clock, CLK1ST. The OSR is calculated based 
on the frequency of CLK1ST and ENSW. Besides, the KOC is 
dynamically tracked by a perturb & observe (P&O) algorithm 
based on UPEN frequency. By changing the KOC and 
monitoring the frequency of UPEN, an optimized KOC can be 
found for maximum power extraction. To accommodate the 
wide range of the VPV, CRM is achieved by a finite state 
machine (FSM) based on the output of a 4-bit analog-to-digital 
converter (ADC).  
 

 
Fig. 13. The principle of the 2D-MPPT: (a) PFM+FOCV and (b) CRM. 
 
   Moreover, a power gating mode is implemented to improve 
the efficiency of the EHPMU in dark environments. When the 
VPV is below a threshold, the CR is set to 4× and the PVLOW 
signal gets activated. Once the OSR reaches a steady state for 
a fixed number of cycles, the signal Lock is activated (equal to 
1). Then the 2-D MPPT goes into power-gating mode to 
improve efficiency in dark environments. In power gating 
mode, most circuits are power gated, with retention cells used 
to store the Ratio and FCTRL values. The EHPMU continues to 
harvest energy but stops actively tracking the MPP. Once the 
OSR is near 0 or the maximum value, indicating the VPV has 
drifted away from the KOC×VOC, the Wukp and RST signal are 
activated to wake up and reset the circuits to retrack the MPP.  
   2) Step-up/down Mode Control and Rail Regulation: The 
EHPMU employs a step-up/down mode control and rail 

regulation mechanism to manage the VDIG rail. It uses three 
digital comparators with different voltage references: VREFH, 
VREFM, and VREFL for monitoring the rails. A hysteresis 
regulation mechanism is utilized to regulate the rail between 
VREFH and VREFL. By default, the clock of the comparator, 
CLKREG, is divided (1/8) from the CLK1ST and the 2nd stage 
converter is in standby mode when not actively required, for 
energy saving. When the VDIG is above the VREFH or below the 
VREFL, the 2nd stage converter is activated, pulling the VDIG rail 
back to the desired voltage range, as shown in Fig. 14.  
 

 
Fig. 14. The operation principle and timing waveform of the step-up/down 
mode control and rail regulation.    

 
Fig. 15. The schematic of the clock control and generation for the step-
up/down converter.  

 
Fig. 16. The timing waveform for the cold startup process.  

   When ENASYNC is set to 1, the asynchronous pulse loop is 
activated. The DONE signal is utilized to generate a high 
frequency asynchronous pulse, as shown in Fig. 15. The 
asynchronous pulse is then selected to be CLKREG to overclock 
the comparator and 2nd stage converter, enabling fast rail 
regulation. Therefore, unlike [33], there is no need to 
implement any extra high frequency clock, which saves 

This article has been accepted for publication in IEEE Transactions on Biomedical Circuits and Systems. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TBCAS.2023.3309779

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: University of Virginia Libraries. Downloaded on September 22,2023 at 13:06:21 UTC from IEEE Xplore.  Restrictions apply. 



 
 

9 
 

energy and area. Furthermore, when the VSHARE and VLOCAL 
rail both are full, the 2nd stage converter cannot effectively 
extract the surplus energy to regulate the VDIG rail. Therefore, 
a voltage clamper is enabled to discharge the excessive energy 
to ground, ensuring that the VDIG rail remains within the 
desired voltage range. 
   3) Cold Startup Circuit and Voltage Selector: The cold 
startup circuits and voltage selectors facilitate the startup 
process and pick the proper supply voltage for the control 
circuits. The cold startup circuits include a four-phase voltage 
doubler and a non-overlapping phase generator [18][37]. By 
default, as shown in Fig. 12 and Fig. 16, once the VPV reaches 
above 220 mV, the POR triggers (ENCS=1) and cold startup 
circuits are enabled to charge the VDIG rail. When the VDIG is 
charged to 440 mV, the 1st stage converter and related circuits 
are enabled (EN1ST=1) to charge the VOUT1 rail. The voltage 
selector keeps comparing the VOUT1 and VCS rails. When 
VOUT1 is larger than the VCS (VDIG) rail, the voltage selector 
disables the cold startup circuits (CSEND=1) and picks VOUT1 as 
VDIG to power the control circuits. Similarly, once the VLOCAL 
rail is powered and is larger than the VDIG rail, the voltage 
selector uses the VLOCAL rail to power the VDDBB (SELB=1) rail. 
When VDDBB reaches 650 mV, the PS control becomes active 
(ENBB=1). Following this, the EHPMU continues to charge 
the VLOCAL and VSHARE rails using the algorithm discussed in 
Section II-B. 

 
Fig. 17. The schematic of the default high levelshifter. 

   4) PS Control: The PS control circuits include voltage 
dividers, an FSM for sharing control, and two hysteresis 
comparators clocked by a current-starving ring oscillator (CS-
OSC) to monitor and manage the VLOCAL and VSHARE rails. 
Before the chip starts up, the VSHARE and SoC should be 
disconnected to avoid potential short circuit current at the 
VSHARE rail or slow startup. On the other hand, the VLOCAL rail 
should be charged first to power the local components. To 
achieve this, a back-to-back switch along with a default-high 
level-shifter is implemented. The back-to-back switch is 
controlled by two signals, ENSHA, and ENSHA_S, which operate 
in the VDDBB and VSHARE voltage domains, respectively. A 
default voltage high levelshifter cuts the connection between 
the VSHARE rail and SoC, as shown in Fig. 17. Under normal 
conditions, when the VLOCAL rail does not reach the threshold 
voltage, the ENBB signal is set low, ensuring that the INL 
signal is high, and the INR signal is low. However, there are 
cases where the VLOCAL rail voltage is too low, causing failure 

of the digital logics and insufficient voltage at INL, which 
cannot pull node B to ground. This leads to a large short-
circuit current and incorrect outputs. To address this issue, 
M1-M3 transistors are added. When VSHARE is at a high 
voltage, regardless of the VLOCAL, the leakage current from the 
M1 transistor charges the node A to turn on the M3 transistor, 
pulling down the node B to low, which forces the output to be 
high to disconnect the VSHARE rail. 

E. Ripple Boot-up RAM 

 
Fig. 18. (a) the schematic and connectivity of the RB-RAM; (b) flow chart of 
the operating principle for SPISLAVE2. 

   The RB-RAM consists of two SPI slaves (SPISLAVE1 and 
SPISLAVE2) and a 48-byte flip-flop-based register. The RB-
RAM could be synthesized along with the SDLS based digital 
core and memory-mapped in the address space, but this would 
impose a large additional area from all the RB-RAM registers 
due to the large SDLS gate sizes. To avoid this area penalty, 
the RB-RAM is synthesized with compact traditional static 
CMOS logic which can be power gated for power saving and 
connected to the digital core as a SPI slave. Fig. 18 (a) shows 
the schematic and connectivity of the RB-RAM. The SPI1 
connects its local RB-RAM over SPISLAVE1 while the SPI0 is 
connected to SPISLAVE2 of the neighboring SoCs. All the 
registers are readable by the two SPI slaves. 12 bytes are 
writable by the SPISLAVE2, and the rest are writable by the 
SPISLAVE1. To enable the SoC to boot-up from either an NVM 
or RB-RAM, a NVM mode is added to the SPISLAVE2 to 
imitate the behavior of the COTS NVM [39], as shown in Fig. 
18 (b). Whenever the SoC boots-up from the NVM/RB-RAM, 
it sends out a command (0x3) and keeps reading all the data 
stored in the NVM/RB-RAM. By default, the RB-RAM is 
power gated to save power and allow the SoC to start up in a 
darker environment. 

IV. EXPERIMENTAL RESULTS 

   The SoC is fabricated in a bulk planar 65nm LP CMOS. The 
die photo is shown in Fig. 20 with a die area of 3.15 × 2 mm. 
The two SPI ports and ground pads (VSS) are positioned to 
the left and right sides for convenient fiber integration.  
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Fig. 20. Chip micrograph of the nanoSiF SoC. 

A. Fiber Integration and Fiber Characteristics 

The steps of the fiber integration are shown in Fig. 21. The 
polymer fiber used for integration was thermally drawn from a 
polyetherimide (PEI) preform with engineered channels. 
Copper conductor wires were inserted into these channels and 
incorporated into the fiber, with active feedback control of the 
wire-pitch. The integration of the SoC onto the fiber was 
achieved using a post-draw integration process: 1) the top 
layer of the PEI material is removed to create pockets and 
expose the copper wires; 2) the wires are cut in the middle; 3) 
the SoC is wire-bonded onto an interposer which is then 
soldered onto the exposed wires, followed by encapsulation 
with UV-cure epoxy.  
 

 
Fig. 21. nanoSiF fiber integration process. 

Measured results show that this fiber has a parasitic 
characteristic of 0.025 ohm/cm, 15.3 nH/cm, and 0.4 pF/cm. 
These parasitics are inherent to the fiber fabrication process, 
the spacing between embedded wires, the materials used in the 
fiber, etc. The maximal speed of the SPI communication 
between two SoCs and power sharing efficiency would 
degrade when these parasitic accumulates to a significant 
value. Since our applications targets on sub-µW and low 

bandwidth (<1KHz) applications, the impact of these 
parasitics on the system's functionality and efficiency becomes 
noticeable when the distance between two SoCs reaches the 
scale of tens of meters, as per our calculations.  For high-speed 
applications, careful considerations and management of these 
parasitics become crucial. 

B. System-Level Operation: Distributed Harvesting and PS  

   A benchtop testing setup is shown in Fig. 19, where two 
SoCs are connected over VSHARE, SPI ports, and ground. A 
COTS NVM [39] is powered by an external supply and 
connected to the SoC1 over SPI. The SoCs are tested with 
CPGA08421 packages. Each of the SoC is paired with a 10 nF 
input capacitor at VPV rail, a 100 nF capacitor at VDIG rail, a 
100 nF capacitor at VLDO rail, and a 1 µF capacitor at VLOCAL 
rail. A 10 µF capacitor is connected at the shared VSHARE rial. 
The measured waveform shows that when the environment 
condition deteriorates, they can configure themselves into 
step-down mode to utilize the energy from VSHARE rail. While 
the VSHARE rail is being charged by the other SoC under good 
lighting conditions. Besides, the two SoCs can isolate VLOCAL 
from the VSHARE rail when the VSHARE collapses. 

C. System-Level Operation: Cold Startup and Ripple Boot-up  

 
Fig. 22. Measured timing waveform of the cold startup process. 

Fig. 19.  The testing setup and measured timing waveform of distributed harvesting and PS. 
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Fig. 23. Measured timing waveform of ripple boot-up. 

   The measured waveform for cold startup is demonstrated in 
Fig. 22. When the input VPV reaches 220 mV, the cold startup 
circuit starts to charge the VDIG rail and the electrostatic 
discharge (ESD) capacitor at the VLOCAL rail to a certain 
voltage level. Then the main converters start to charge the 
VLOCAL and VSHARE rails. Once the VLOCAL rail is full, the 
system POR triggers. At this point, the VCN and VCP are set to 
run the core in the fastest mode, and the ACG is enabled, 
allowing the core to quickly load programs over the SPI0. The 
measured ripple boot-up waveform shows that SoC1 can cold 
startup, boot-up from the NVM, and execute the program to 
activate its RB-RAM. Once SoC2 gets sufficient illumination 
for cold startup, it boots-up from SoC1 by reading the program 
stored in the RB-RAM of SoC1 and then executes the loaded 
program, as shown in Fig. 23. 

D. System-Level Operation: Cooperative DVFS  

 
Fig. 24. Measured timing waveform of local DVFS and cooperative DVFS. 

   The measured cooperative DVFS waveform, as illustrated in 
Fig. 24, shows the behavior of the two SoCs in response to 
illumination changes. Once SoC1 enters a dark condition, it 
changes its RB-RAM value to indicate a help request and then 
moves into local DVFS mode to slow down to match input 
energy. SoC2 keeps reading SoC1’s RB-RAM value, and 
when it detects the request, it slows itself down to share more 

power with the VSHARE rail. Compared with the local DVFS, 
where only one SoC is dynamically scaling the performance, 
the cooperative DVFS achieves a faster recovery and reduced 
voltage fluctuations of the VSHARE rail.  
 

 
Fig. 25. Measured efficiency vs. output power consumption and input voltage 
range with different conversion ratios.  

 
Fig. 26. Measured (a) energy per cycle; (b) performance and power scaling 
range; (c) leakage power scaling range of the core (RISC-V and SRAM) [18]. 
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Fig. 27. (a) measured minimal input voltage / Lux for the SoC to cold startup 
and stay alive with/without power sharing; (b) measured full chip power 
breakdown at 0.183 V VPV under 92 Lux with a 3×3 mm PV cell. 

E. EHPMU Efficiency 

   Fig. 25 shows the measured efficiency for the EHPMU 
across output power (POUT) and VPV with different conversion 

ratios. The EHPMU achieves a 62.7% peak efficiency for the 
1st stage converter at conversion ratio of 1.5×. It also achieves 
74.8% and 72.6% peak efficiency for 2nd stage converter in 
step-up and step-down mode, respectively, with a 2.7 nW 
minimum control power (1.78 nW and 0.9 nW). Moreover, the 
EHPMU can support a >3×103 and >1×103 output power 
range for the 1st and 2nd stage converters, respectively. 

F. System Power Consumption and Performance 

   Fig. 26 provides measurements of the performance, power 
consumption, leakage scaling range, and energy per cycle of 
the digital core [18] by manually sweeping VDIG (VDD), VCN, 
and VCP. The SRAM VDDH is set to VDIG + 0.32 V. The 
energy per cycle achieves a minimum of 168 pJ/cycle with a 
power range of 1.3 nW to 511 nW. This demonstrates a 393× 
power scaling range and an 850 Hz maximal frequency clock. 
At the nominal voltage of 0.6 V, the core can scale down to 3 
nW and up to a maximum of 62 nW at 320 Hz.  
   Additionally, 11 dies are measured with two BPW34 solar 
cells [40], one for VOC measurement and one for harvesting. 
The averaged minimum voltage/Lux required to cold start the 
SoC is 295 mV / 305 Lux, and the averaged minimum 
voltage/Lux for the SoC to stay alive is 180 mV / 90 Lux, as 
shown in Fig. 27 (a). Moreover, when two SoCs are connected 
(same as the setup in Fig. 19) and one of the SoCs is in a good 
lighting conditions to share a 50 nW power with the VSHARE 
rail at 1V, the required minimum Lux for the other SoC to stay 
alive can be decreased by over 7× down to 12 Lux with the 
proposed PS. For a single SoC, at the poorest harvesting point 
(92 Lux), as shown in Fig. 27 (b), the power breakdown for 
the whole chip achieves a minimum of 33 nW power 
consumption from the harvesting solar cell while the SoC 

Table I: Comparison of the nanoSiF SoC with prior self-powered microsystems and SiFs 
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keeps reading the temperature sensor data and toggling one of 
the GPIO pins with a 1.2Hz clock frequency. The temperature 
sensors functionality is verified and demonstrated in our 
previous work [18] that the SoC can keep reading and 
monitoring the temperature, making it well-suited for 
healthcare applications. Moreover, the design allows for the 
integration of other fully-integrated ULP sensors, enabling the 
collection of a broader range of physiological signals. 

G. Comparison to state-of-the-art 

   Table I compares the proposed nanoSiF SoC with state-of-
the-art self-powered miniaturized microsystems and SiF. The 
prior SiF systems [1][2] utilized COTS components, leading to 
a large power consumption and physical volume. In contrast, 
the proposed nanoSiF with customized SoCs achieves mm-
scale size and full autonomy. With the EHPMU, the SoC 
enables distributed energy harvesting and multi-chip PS, 
allowing the SoC to operate in significantly darker 
environments (>7× darker). These features enable the SoC to 
maintain continuous sensing under the poorest of lighting 
conditions. Thanks to the proposed RB-RAM, the SoCs in-
fiber can boot-up and communicate with each other, which is 
not supported by previous microsystems [11][14]-[16]. 
Integrated into a 2.2×1 mm cross-section fiber strand with a 
4.7×3.7 mm interposer, the SoC is shown to be compatible 
with the post-draw integration technique for fiber integration.  

V. DISCUSSION AND FUTURE WORK 

   To truly enable a robust, self-powered, and intelligent SiF 
system and expedite its commercialization, this work presents 
opportunities for future innovations and improvements to 
overcome existing limitations. In the current architecture, the 
SoCs can only directly interact with the up/downstream SoCs 
resulting in a dependence on the upstream SoCs for 
downstream SoC boot-up. If SoCs in the middle of the fiber 
are non-functional, the downstream SoCs cannot boot-up 
successfully due to this dependence. This limitation could be 
addressed through three potential solutions that merit 
exploration. One approach is to implement a periodical 
detection function in each SoC to check whether the upstream 
SoC is ready. Another solution is to add a “ready” signal sent 
from upstream SoC so that the downstream SoC boots-up once 
the upstream SoC is ready. The third approach is to add an 
extra function to allow the SoCs to bypass or skip these 
“dead” SoCs in between, empowering the SoCs with a more 
flexible communication capability. Moreover, future research 
could focus on developing new ULP protocols [41] or 
topologies (e.g., with extra coordinated chips) to enable 
flexible communication for SiF applications. Besides, other 
types of ULP fully-integrated sensors, nW-level MCU with 
wider dynamic ranges for high-bandwidth applications, and 
fiber fabrication technology with less parasitics can be further 
developed to unlock the full potential of SiF system for a 
multitude of applications in healthcare and beyond. 

VI. CONCLUSION 

   In this work, we present a self-powered SoC with distributed 
energy harvesting and cooperative multi-chip power 
management for SiF. The proposed SoC addresses the 

limitations of existing systems through autonomous operation, 
miniaturization, continuous sensing at nW-level power 
consumption, and direct inter-SoC communication in a 
distributed sensing network.  
   The key features of the proposed SoC include distributed 
energy harvesting, PS, (S)DLS technology based digital core 
and sensor, ripple boot-up, and cooperative DVFS. These 
features enable the SoCs to operate autonomously, 
cooperatively balance energy and performance among 
adjacent SoCs in-fiber and improve the utilization of harvested 
energy along the fiber. Fabricated in a 65 nm technology and 
validated with miniature solar cells, these technologies 
significantly reduce the power consumption of the whole chip 
down to 33 nW and allow continuous sensing under the lowest 
lighting conditions (90 Lux), compared with prior art. 
Moreover, with those techniques, the SoC can operate in a >7x 
darker environment down to 12 Lux by cooperating with 
neighboring SoCs. These features and experimental results 
contribute to the realization of fully autonomous, miniaturized, 
and adaptable SiF applications, making our SoC well-suited 
for ULP SiF applications in various domains. 
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