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Abstract. In the past few years, wireless microsensor networks have attracted a great deal of attention in the
research community. This is due to the applications that will be enabled once wireless microsensor networks
are in place. The design of wireless microsensor networks, however, represents a difficult challenge. Since many
applications require fault-tolerant, long-term sensing, one important challenge is to design sensor networks that
have long system lifetimes. Achieving long system lifetimes is difficult because sensor nodes are severely energy-
constrained. In this paper, we demonstrate system-level techniques that adapt and tradeoff software and hardware
parameters in response to changes in the requirements of the user, the characteristics of the underlying hardware,
and the properties of the environment. By using these power-aware, system-level techniques, we are able to reduce
the energy consumption of both general, adaptable systems and dedicated point systems. Moreover, given a specific
set of operating conditions for a particular system, we show how energy savings of 50% can be achieved.
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1. Introduction

In recent years, the idea of wireless microsensor
networks has garnered a great deal of attention by
researchers [1, 2]. A distributed, ad-hoc wireless mi-
crosensor network consists of hundreds to several thou-
sands of small sensor nodes scattered throughout an
area of interest. Each individual sensor contains both
processing and communication elements and is de-
signed to monitor the environment for events specified
by the deployer of the network. Information about the
environment is gathered by the sensors and is deliv-
ered to a central basestation where the user can ex-
tract the desired data. Because of the large number of
nodes in such a network, sensors can collaborate to
perform high quality sensing and form fault-tolerant
sensing systems. With these advantages in mind, many
applications have been proposed for distributed, wire-
less microsensor networks such as warehouse inventory

tracking, location-sensing, machine-mounted sens-
ing, patient monitoring, and building climate control
[1, 3–5].

Applications centered around wireless microsensors
are very attractive. However, before these applications
will be feasible, there are a few system challenges to
resolve.

First, since the number of sensors required in these
applications will be large, node densities will be high
(up to 20 nodes/m3) and large quantities of data will
be produced. Intelligent and efficient data management
techniques will be needed. Second, unlike traditional
computing applications, the rate that events occur will
be rather low (�10 kbps). Traditional systems de-
signed for high event rates may not utilize the sys-
tem resources optimally. Therefore, we will need new
circuits that are optimized for operating at low-duty
cycles. Third, user constraints and environmental con-
ditions, such as ambient noise and event arrival rate,
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can be time-varying. Thus, we will need a system that
can adapt to varying conditions.

Another challenge for wireless microsensor net-
works is energy. Since sensors will be small in size,
the energy resources available also will be limited. Re-
placing batteries is not a feasible option since the num-
ber of sensors could be large and the sensors could be
inaccessible. Therefore, designing systems with long
lifetimes will be necessary. In order to maximize the
lifetime of a system, we will need to carefully man-
age the energy consumption of the system. However,
designing circuits and systems that consume less en-
ergy is technically challenging. For example, current
commercial radio transceivers, such as those proposed
for the Bluetooth standard [6], are not ideal for mi-
crosensor applications since the energy overhead of
turning them on is high. Thus, innovative solutions in
transceiver and protocol design are required to achieve
efficient transmission. Another challenge arises due to
the remote placement of the nodes and the high cost of
communication. Since sensors are remotely deployed,
transmitting to a central basestation has high energy
cost. Thus, algorithms that favor local computation will
use less energy than those that require significant com-
munication with neighboring nodes or the basestation.

To reduce energy consumption, there are a number of
strategies that can be used. For example, the use of low-
power circuit design methods such as parallelization
[7] and leakage control [8] can be applied to reduce the
energy of computation. At the same time, tremendous
energy savings can be realized if media-access control
(MAC) and routing protocols carefully manage their
use of communication. Finally, because of the dynamic
nature of these networks, power-aware techniques can
also be applied to reduce energy consumption over the
lifetime of the network [9, 10].

In this paper, we describe specific techniques that
can be used to reduce the energy consumption of the
radio. In general, the energy consumption of a node is
dominated by the communication energy. Therefore,
reducing the energy consumed by the radio can greatly
reduce overall system lifetime. Specifically, we focus
on energy-efficient design techniques for the physical
and media-access control (MAC) layers of the radio.
We will show how to exploit the tradeoff between com-
munication and computation at every level of our sys-
tem in order to achieve a low power design. Through
these power-aware, system-level techniques, we will
show how energy consumption can be reduced for any
system. In addition, given the operating conditions of

the system, including the user requirements, we show
that energy savings of 50% or more can be achieved.

Before describing methods that can be used to de-
sign energy-efficient radios for wireless microsensor
networks, a description of some key applications will
be introduced.

1.1. Applications

Wireless microsensor networks can be used in a variety
of applications. In this paper, the design choices dis-
cussed are motivated by applications for one of two dif-
ferent scenarios. The first application is vehicle detec-
tion and tracking. In this application, we are interested
in detecting the presence of a vehicle within a region
of interest and in its velocity and direction of travel.
To perform vehicle tracking, hundreds to thousands of
energy-constrained nodes are scattered over a fixed re-
gion. We assume that the nodes are arranged in a dense
fashion. In this kind of network, inter-node data rates
are quite low (≤1 Mbps) and packets sizes are assumed
to be relatively small (<5 kbits). Furthermore, trans-
mission distances between nodes are short (≤10 m).
On the other hand, the distance between a node and
the basestation can be as much as several kilometers.
Since communication costs over such large distances
is energy-draining, communication to the basestation
should be avoided unless absolutely necessary. As such,
data collected by the sensors should be processed lo-
cally as much as possible before being sent to a cen-
tral basestation. To take advantage of locality, sensors
may also form hierachical clusters. If the clusters are
formed intelligently, system lifetime can be prolonged.
Figure 1 shows a simple model of our vehicle tracking
application.

SENSOR

Figure 1. Vehicle tracking application.
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In the later part of the paper, we will consider the
design of energy-efficient MAC protocols. However,
instead of looking at ad-hoc networks, we will focus
on a coordinated network used for machine-mounted
sensing. In this application, energy-constrained sensors
communicate to a single nearby high-powered bases-
tation (<10 m) where latency requirements of the data
must be strictly guaranteed. Signal processing aggrega-
tion techniques cannot be easily applied since sensors
monitor different properties (e.g. temperature, pres-
sure) of the machines. Details about this particular ap-
plication will be given in Section 6.

Before describing the tradeoffs available to design-
ers of energy-efficient radios, we will first introduce
the architecture of the node prototype that we have im-
plemented for wireless sensing applications.

2. The µAMPS Wireless Sensor Node

The µAMPS (micro-Adaptive Multi-domain Power-
aware Sensors) node is a wireless sensor device that
allows protocols and algorithms to adapt underlying
parameters of the physical hardware, including radio
parameters. Figure 2 gives an overview of the archi-
tecture of the sensor node. The overall node can be
broken down into different variables that define the
energy consumption at each architectural block, from
leakage current in the integrated circuits to the output
quality and latency requirements of the user. These en-
ergy variables are exposed to the rest of the system, and
thus, can be exploited at the software level to extend
system lifetime and meet user constraints.

2.1. Architectural Overview

Whether for equipment monitoring, military surveil-
lance, or medical sensing, information about the envi-
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Figure 2. Architectural overview of our microsensor node.

ronment must be gathered using a sensing subsystem
consisting of sensors connected to analog-to-digital
(A/D) converters. Our initial node contains an elec-
tret microphone for acoustic sensing. However, a wider
variety of sensors is supported. The acoustic sensor is
connected to a 12-bit A/D converter capable of convert-
ing data at a rate of 125 kilosamples per second (kSPS).
In the vehicle tracking application, the required conver-
sion rate is about 1 kSPS. An envelope detector is also
included to allow ultra-low power sensing.

Once enough data is collected, the processing sub-
system of the node can digitally process the data or
the node can relay the data to a nearby node (or far-
away basestation). The primary component of the data
and control processing subsystem is the StrongARM
SA-1110 microprocessor. Selected for its low power
consumption, good performance, and static CMOS de-
sign, the SA-1110 runs at a clock speed of 59 MHz
to 206 MHz. The processing subsystem also includes
RAM and flash ROM for data and program storage.
A multi-threaded “µ-OS” running on the SA-1110 has
been customized to allow software to scale the energy
consumption of the processor. Code for the algorithms
and protocols are stored in ROM.

In order to deliver data or control messages to neigh-
boring nodes, the data from the StrongARM is passed
to the radio subsystem of the node via a 16-bit mem-
ory interface. Additional protocol processing and data
recovery is performed by a Xilinx FPGA. The front-
end of the radio is a Bluetooth-compatible commercial
single-chip transceiver [11]. The carrier frequency is
generated from a 10 MHz clock oscillator and is pro-
grammable from 2.4 to 2.5 GHz. The on-chip phase-
locked loop (PLL), transmitter chain, and receiver
chain can be shut-off via software or hardware control
for energy savings. Table 1 shows the power dissipated
by the radio when in four different modes. To transmit
data, an external voltage-controlled oscillator (VCO) is
directly modulated. This radio architecture is simple in

Table 1. Power consumption of the radio in various oper-
ating modes. Since the node is based on commerical off-the-
shelf technology, the power numbers can be lower. Note that
supply voltage is 3.3 V.

Mode Current (mA) Power (mW)

Transmit active 47.6 157.1

Transmit idle 1.2 4.0

Receive active 84.4 276

Receive idle 9.3 30.7
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design and allows reduced power consumption. How-
ever, the amount of data that can be transmitted con-
tinuously will be limited.

When modulating the VCO, the PLL can either be
closed or open. There are advantages and disadvantages
to both techniques. In open loop modulation, the PLL
must first be locked to the desired carrier frequency be-
fore transmission. This will take a fixed period of time.
The exact time needed for the PLL to lock is dependent
on the exact implementation of the radio. During data
transmission, the loop is open and the VCO is directly
modulated by the baseband signal. However, since the
VCO frequency will drift when the PLL is opened, a
limited number of bits can be received correctly de-
pending on the drift rate and the sensitivity of the re-
ceiver. In closed loop mode, the PLL is left on during
transmission. Consequently, more power will be used
during transmission. Furthermore, long sequences of
ones or zeros will be distorted by the high pass nature
of the PLL and hence, cause the receiver to decode the
data incorrectly [12].

To receive data, the incoming signal is downcon-
verted to 110.6 MHz and then demodulated via a
quadrature tank. The radio module, with two different
power amplifiers, is capable of transmitting at 1 Mbps
at a range of up to 100 m. Since the radio is half-duplex
the whip antenna can be shared by the transmitter and
receiver.

Power for the node is provided by the battery subsys-
tem via a single 3.6 V DC source with an energy capac-
ity of approximately 1500 mAH. Switching regulators
generate 3.3 V, and adjustable 0.9–2.0 V supplies from
the battery. The 3.3 V supply powers all digital com-
ponents on the sensor node with the exception of the
processor core. The core is specially powered by a dig-
itally adjustable switching regulator that can provide
0.9 V to 2.0 V in thirty discrete increments. The digi-
tally adjustable voltage allows the SA-1110 to control
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Figure 3. Simple high-level radio architecture. A typical radio consists of a baseband portion to format the data for transmission, a modulation
and demodulation block, and an antenna.

its own core voltage, enabling the use of a well-known
technique known as dynamic voltage scaling [13, 14].

3. Radio Design Considerations

As mentioned previously, we are interested in how to
design a radio for use in wireless microsensor net-
works. A simple high-level view of the architecture of a
generic radio is shown in Fig. 3. Each of the blocks uses
some amount of power during transmitting and receiv-
ing of data over the wireless channel. The blocks that
are most relevant include the baseband block, the mod-
ulation/demodulation block and the power amplifier.
Even with this simple model, we can propose several
ways to reduce the overall energy consumption of the
radio.

First, to reduce overall energy consumption, we can
attempt to reduce the energy consumed by each of the
blocks in isolation. In the baseband block, low-power
circuit techniques and clever architectural and algorith-
mic techniques can be applied. In the modulation block,
there are several ways to reduce energy consumption.
In particular, one can change the modulation scheme
used. In Section 4, the impact of M-ary modulation
versus binary modulation on system energy consump-
tion is explored. Intuitively, reducing the number of
bits transmitted can reduce the duration of transmis-
sion and the energy consumption. Once a modulation
scheme is chosen, various transmitter and receiver ar-
chitectures can be used to implement the modulation
scheme (e.g., direct, fractional-N , and heterodyne ar-
chitectures). Each of these architectures have varying
energy cost. Techniques can also be used to improve the
energy consumption of the power amplifier. Again, cir-
cuit techniques to improve the efficiency of the power
amplifier will be useful. In addition, since power am-
plifiers have different efficiencies depending on their
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operating conditions, the use of multiple power ampli-
fiers can help to reduce energy consumption.

Instead of attempting to reduce energy consumption
of individual blocks in isolation, designers can also
tradeoff energy consumption across blocks. For ex-
ample, in Section 5, the tradeoff between the energy
used by error-control coding and the energy used by
the power amplifier is considered. By using channel
coding, more energy will be required in the baseband
block. However, this increase will allow us to decrease
the energy required by the power amplifier for a fixed
bit error rate. In order to better understand the tradeoffs
that can be made at each block and across blocks, we
will introduce a measurement-based model of the radio.

3.1. Radio Model

One way to express the average end-to-end power con-
sumption of a radio for use in a wireless microsensor
is

Pradio = Ntx [Ptx (Ton−t x + Tst ) + PoutTon−t x ]

+Pbb−t x + Nr x [Pr x (Ton−r x + Tst )] + Pbb−r x

(1)

where Ntx/r x is the average number of times per second
that the transmitter/receiver is used, Ptx/r x is the power

Figure 4. Measured startup transient (Tst ≈ 470 µs) of a commercial low power transceiver. The control input to the VCO (in volts) is plotted
versus time. When the PLL is not on, the control input to the VCO is low. Once the PLL is turned on, it takes Tst for the control input to settle
to the right voltage.

consumption of the transmitter/receiver, Pout is the out-
put transmit power, Ton−t x/r x is the transmit/receive
on-time (actual data transmission/reception time), and
Tst is the startup time of the transceiver as shown in
Fig. 3. Pbb−t x/r x represents the average power con-
sumed by the baseband block. In general, the power
consumed by the baseband block for transmission and
reception will be different. Note that Ntx/r x will largely
depend on the application scenario and the media-
access control (MAC) protocol being used. Also note
that Ton−t x/r x = L/R, where L is the packet size in bits
and R is the data rate in bits per second. In this radio
model, the power amplifier is on only when communi-
cation occurs.

During the startup time, no data can be sent or re-
ceived by the transceiver. This is because the internal
phase-locked loop (PLL) of the transceiver must be
locked to the desired carrier frequency before data can
be modulated or demodulated successfully. The startup
time will vary depending on the underlying implemen-
tation of the radio. In the µAMPS node, the low power
transceiver has a measured startup transient of about
470 µs as shown in Fig. 4. The control input to the
voltage-controlled oscillator (in volts) is plotted versus
time.

It is necessary to highlight a few key points about the
radio we use in our design. First, at the 2.4 GHz fre-
quency band (as in other gigahertz bands), the power
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Figure 5. Effect of startup transient where R = 1 Mbps, Tst ≈
450 µs, Ptx = 81 mW, and Pout = 0 dBm.

consumption of the transceiver is dominated by the
frequency synthesizer which generates the carrier fre-
quency. Hence, to a first order, the data rate R will not
affect the power consumption of the transceiver [15].
Second, the startup time can have a large impact on
the average energy consumed per bit, Eb, since wire-
less sensor networks tend to communicate using short
packets. In order to save power, a natural idea is to turn
off the radio during idle periods. Unfortunately, when
the radio is needed again, a large amount of power
is spent to turn it back on; transceivers today require
an initial startup time on the order of hundreds of mi-
croseconds during which large amounts of power is
wasted. Given that Ptx = 81 mW and Pout ≈ 0 dBm,
the effect of the startup transient is shown in Fig. 5,
where the energy per bit is plotted versus the packet
size. We see that as packet size is reduced, the en-
ergy consumption is dominated by the startup transient
and not by the active transmit time. Hence it is impor-
tant to take this inefficiency into account when design-
ing energy-efficient communication protocols (e.g., by
sending larger packets). The radio parameters used here
are based on a state-of-the-art commercial low power
transceiver available today [11]. Note that Pr x for our
radio is about 2 to 3 times higher than Ptx since more
circuitry is required to receive a signal. This is true for
most radios designed for short range communication.
In our radio, Pr x = 180 mW. Figure 6 shows the radio
used in the node.

While the model presented in (1) specifically de-
scribes the radio that is used in our node, it is suffi-
ciently generic enough to apply to other short range

Figure 6. The µAMPS Radio. This radio is designed to stack onto
the main µAMPS processor board (not shown).

radios. Thus, we will use the model as a basis for eval-
uating various strategies that can be used to reduce en-
ergy consumption. First, we will show how to choose
the lowest power modulation scheme given informa-
tion about the underlying power consumption of the
radio front-end (e.g. startup time, power of frequency
synthesizer, etc.).

4. Modulation Issues

As evidenced by (1), one way to increase the energy
efficiency of communication is to reduce the transmit
on-time of the radio. This can be accomplished by send-
ing multiple bits per symbol, that is, by using M-ary
modulation. Using M-ary modulation, however, will
increase the circuit complexity and power consump-
tion of the radio. In addition, when M-ary modulation
is used, the efficiency of the power amplifier is also
reduced. This implies that more power will be needed
to obtain reasonable levels of transmit output power. In
this section, we provide some simple rules to help radio
designers decide on an energy-efficient value for M .

The architecture of a generic binary modulation
scheme is shown in Fig. 7(a), where the modulation cir-
cuitry is integrated together with the frequency synthe-
sizer [11, 16]. To transmit data using this architecture,
the VCO can be either directly or indirectly modulated.
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Figure 7. Binary vs. M-ary modulation.

The architecture of a radio that uses M-ary modulation
is shown in Fig. 7(b). Here, the data encoder paral-
lelizes input bits and then passes the result to a digital-
to-analog converter (DAC). The analog values serve as
output levels for the in-phase and quadrature compo-
nents of the output signal.

The energy consumption for the binary modulation
architecture can be expressed as

Ebin = (Pmod−B + PFS−B)Ton + PFS−B Tst

+ Pout−B Ton (2)

while the energy consumption for M-ary modulation
is

EM = (Pmod−M + PFS−M )
Ton

n
+ PFS−M Tst

+ Pout−M
Ton

n

= (αPmod−B + β PFS−B)Ton

log2 M
+ β PFS−B Tst

+ Pout−M Ton

log2 M
. (3)

In these equations, Pmod−B and Pmod−M represents the
power consumption of the binary and M-ary modula-
tion circuitry, PFS−B and PFS−M represent the power
consumed by the frequency synthesizer, Pout−B and
Pout−M represent the output transmit power for binary
or M-ary modulation, Ton is the transmit on-time, and
Tst is the startup time. As mentioned, for the same num-
ber of bits, the on-time for M-ary modulation is less

than that for binary modulation. Note that n = log2 M ,
the number of bits per symbol. The factors of α and β

can be expressed as

α = Pmod−M

Pmod−B
β = PFS−M

PFS−B
.

Here, α represents the ratio of the power consump-
tion of the modulation circuitry between M-ary and
binary modulation, while β is the ratio of the synthe-
sizer power between the M-ary and binary schemes.
Basically these parameters represent the overhead that
is added to the modulation and frequency synthesizer
circuitry when one switches from a binary modulation
scheme to an M-ary modulation scheme.

When we compare (2) and (3), we can see that M-
ary modulation achieves a lower energy consumption
when the following condition is satisfied.

α < n

[
1 + PFS−B

[(
1 − β

n

)
Ton + (1 − β)Tst

]
Pmod−B Ton

]

+ n
Pout−B

Pmod−B
− Pout−M

Pmod−B
(4)

≈ n

[
1 + PFS−B

[(
1 − β

n

)
Ton + (1 − β)Tst

]
Pmod−B Ton

]
(5)

The last two terms of (4) can be ignored since Pout−B

and Pout−M are negligible compared to the power of
the frequency synthesizer since the transmission dis-
tance is short. A comparison of the energy consump-
tion of binary modulation and M-ary modulation is
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Figure 8. Energy saving vs. overhead (α).

shown in Fig. 8. In the figure, the ratio of the energy
consumption of M-ary modulation (EM ) to the energy
consumption of binary modulation (Ebin) is plotted
versus the startup time for different overhead factors
(α = 1.5, 3). We also vary M to derive different M-ary
modulation schemes. For each scheme, we assume that
100 bit packets are sent at 1 Mbps. This implies that
in an M-ary scheme, 1/ log2 M megasymbols are sent
per second and the on-time is decreased. From Fig. 8,
we can see that the energy consumption for the M-ary
modulation scheme is lower when α is small and M is
large since the on-time (Ton) is shorter. We also notice
that the energy savings we get from M-ary modulation
depends not only on the overhead but also on the startup
time. Although M-ary modulation reduces on-time and
saves energy during active transmission, startup time
is a cost that can limit the amount of energy savings. It
can be seen that for α = 1.5, Tst must be less than 40 µs
in order for the M-ary scheme to achieve lower power
than the binary case. As α is increased, it becomes more
difficult for the M-ary scheme to achieve lower energy
than the binary scheme since Tst becomes a dominant
factor. Therefore, we see that the startup transient plays
an important role in choosing a low power modulation
scheme.

5. Power-Aware Communication

In the previous section, an energy-efficient technique
that applies to a specific block of Fig. 3 was shown
(i.e., the modulation block). In this section, we discuss

a power-aware technique that is applied across blocks.
Specifically, we explore the idea of trading off the en-
ergy used by the power amplifier for the energy used
by the baseband block for the energy.

5.1. Data Reliability

As mentioned, the nodes in a wireless sensor network
are severely energy-constrained. Thus, to prolong sys-
tem lifetimes, circuits, algorithms and protocols that
adapt the energy consumption to changing system sce-
narios are required. However, while reducing energy
consumption, the techniques should also be aware of
changes in user-specified quality requirements. Any at-
tempt to reduce energy consumption must not compro-
mise the quality requirements of the user.

In the design of any communication system, one
parameter of interest to users is the reliability of the
links between a transmitter and a receiver. Reliable data
transfer can be provided either by increasing the out-
put transmit power (Pout) of the radio or by adding for-
ward error correction (FEC) to the data. With the use of
FEC, we can decrease the probability of bit error (Pb)
for any fixed value of the output transmit power. How-
ever, FEC will also require additional processing and
thus, additional energy at the transmitter and receiver.
Depending on the FEC algorithm used and the imple-
mentation of the algorithm, the additional processing
may require so much power that any savings made in
the reduction of the output transmit power will become
negligible.

The level of reliability provided by the communica-
tion subsystem will depend on the needs of the appli-
cation and user-specified constraints. In many wireless
sensor networks, such as machine monitoring and ve-
hicle detection networks, the actual data will need to be
transferred with an extremely low probability of error
with predictable latency.

In our application, we assume that the objects of in-
terest will be mobile (e.g. vehicles moving) and that the
nodes themselves are immobile. Given that the carrier
frequency is near 2.4 GHz and the data rate is 1 Mbps,
we can assume that the coherence time of the chan-
nel is not much larger than the signaling time or one
period of the data rate (1 µs). Given this scenario, we
can assume that nodes communicate over a frequency
non-selective, slow Rayleigh fading channel with addi-
tive white Gaussian noise. This is a reasonable channel
model to use for communication at 2.4 GHz where
line-of-sight communication is not always possible.
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Consider one node transmitting data to another
over such a channel using the radio described in
Section 3.1. The radio presented uses non-coherent
binary frequency-shift keying (FSK) as the modula-
tion scheme. For comparison purposes, the best achiev-
able probability of error using raw, non-coherent binary
FSK over a slowly fading Rayleigh channel will be pre-
sented. Let Pe be a function of the received energy per
bit to noise power ratio (γb,r x ).

In general, γb,r x = α2(Eb/N0), where α is a random
variable for a fading channel. It is shown in [17] that
the probability of error using non-coherent, orthogonal
binary FSK is Pe = 1

2+γ̄b,r x
, where γ̄b,r x is the average

γb,r x . Unfortunately, this does not directly tell us the
amount of transmit power Pout that must be used in
order to get a certain probability of error. In order to
determine Pe as a function of Pout, we must consider
the implementation of the radio. In general, one can
convert γb,r x to Pout using(

Eb

N0

)
r x

= Pout

Plossα2
· 1

W Nth Nr x
(6)

where Ploss represents the large-scale path loss, α2 is
the average attenuation factor due to fading, W is the
signal bandwidth, Nth is the thermal noise and Nr x is
the noise contributed by the receiver circuitry known
as the noise figure. In general, Ploss ∝ 1

4πdk , 2 ≤ k ≤ 4.
A conservative estimate for Plossα is about 70 dB

at 10 m [18, 19]. With a signal bandwidth of W =
1 MHz, Nth = −174 dBm/Hz and Nr x ≈ 10 dB, we find
that Pout = Eb/N0 − 34 dBm assuming a data rate of
1 Mbps. This equation can be used to find the transmit
power needed to obtain a certain average Eb/N0. The
uncoded curve in Fig. 9 shows the probability of error
plotted against the output power of the transmitter.

Since using a power amplifier alone is highly inef-
ficient, forward error correction (FEC) can be applied
to the data to decrease the probability of error. Many
types of error-correcting codes can be used to improve
the probability of bit error. However, we will only con-
sider convolutional codes with base coding rates of
Rc = 1/2 and punctured derivatives. For a frequency
non-selective, Rayleigh fading channel, a bound on the
Pe can be determined by applying

Pe <
1

k

∞∑
d=dfree

βd P(d).

Here d represents the Hamming distance between some
path in the trellis decoder and the all-zero path, the co-

Figure 9. The probability of error of different rate convolutional
codes plotted versus the transmit power for the radio described in
Section 3.1. Ploss = 70 dB, Nr x = 10 dB, and R = 1 Mbps.

efficients {βd} can be obtained from the expansion of
the first derivative of the transfer function, P(d) is the
first-event error probability, and dfree is the minimum
free distance [17]. Figure 9 shows the Pe for codes
with varying rates Rc and constraint lengths K . The
constraint length is essentially the maximum length of
the encoder or the number of previous outputs that af-
fect the current encoder output. Note that the prob-
abilities shown assumes the use of a hard decision
Viterbi decoder at the receiver. We see that greater re-
dundancy (lower rate) or more memory (higher con-
straint length) lowers the output power for a given
Pe. From this perspective, coding should always be
used.

5.2. Energy Consumption of Coding

As shown, the use of FEC can decrease the transmit
power. However, the additional processing required
will increase the energy of computation. Depending on
the underlying architecture, energy cost can be signif-
icant. Additional processing energy, denoted by Edsp

must be expended in order to encode and decode the
data. Additional energy cost will be incurred during
the communication of the message since encoding a
bit stream will increase the size of the packet by ap-
proximately 1/Rc, thereby increasing Ton and the ra-
dio energy required to transmit a packet. If we denote
the energy to encode as E (e)

dsp and decode data as E (d)
dsp,

then the total energy cost of the communication can be
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derived from (1) as

E = Ptx (Ton−t x + Tst ) + PoutTon−t x + E (e)
dsp

+ Pr x (Ton−r x + Tst ) + E (d)
dsp (7)

Given this model, we can then derive the average en-
ergy to transmit, receive, encode and decode each in-
formation bit. If Rc is the code rate and L is the packet
length transmitted, then the number of information
bits is L ′ ≈ L Rc. Thus, the energy per useful bit is
Eb = E/L ′.

In general, for convolutional codes, the energy re-
quired to encode data is negligible. However, per-
forming Viterbi decoding on a StrongARM using C
is energy-intensive. We have measured the energy per
useful bit required to decode 1/2 and 1/3-rate con-
volutional codes with varying constraint length on the
StrongARM. The results are shown in Fig. 10. Two
observations can be derived from these graphs. First,
the energy consumption scales exponentially with the
constraint length. This is expected since the number of
states in the trellis increases exponentially with con-
straint length. Another observation to make is that the
energy consumption seems to be independent of the
coding rate. This is reasonable since the rate only af-
fects the number of bits sent over the transmission.
A lower rate code does not necessarily increase the
computational energy since the number of states in the
Viterbi decoder is unaffected. In addition, the cost of
reading the data from memory is dominated by updat-
ing the survivor path registers in the Viterbi algorithm.
The size of the registers is proportional to the con-
straint length and is not determined by the rate. There-
fore, given two convolutional codes C1 and C2 both with
constraint lengths K , where RC1 < RC2 , the per bit en-
ergy to decode C1 and C2 is the same even though more
bits are transmitted when using C1.

Given the data in Fig. 10, we can now determine
which convolutional code to use to minimize the energy
consumed by communication for a given probability of
error. In Fig. 11, the total energy per information bit Eb

is plotted against Pb. Figure 11 shows that the energy
per bit using no coding is lower than that for coding
for Pb > 10−5. The reason for this result is that the
energy of computation, i.e. decoding, dominates the
energy used by the radio for high probabilities of error.
For example, assuming the model described in (7) and
Pout = 0 dBm, the communication energy to transmit
and receive per useful bit for an Rc = 1/2 code is
85 nJ/bit. On the other hand, the energy to decode an
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Figure 10. (a) Decoding energy per useful bit for Rc = 1/2 codes
with K = 3 to 9 and (b) decoding energy per useful bit for Rc = 1/3
codes with K = 3 to 9.

Rc = 1/2, K = 3 code on the SA-1100 is measured to
be 2200 nJ per bit.

At lower probabilities of error, the power amplifier
energy begins to dominate. At these ranges, codes with
greater redundancy have better performance. These re-
sults imply that coding the data is not always the right
thing to do if energy-efficiency is a criterion. One may
suspect that this result is due to the inefficiency of
the StrongARM in performing error correction coding.
However, we will show that this result will hold even if
a more efficient implementation of the Viterbi decoder
is used. (Note that the x-axis of the graph extends below
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Figure 11. Energy per useful bit plotted versus Pb of an uncoded
signal and a few convolutional codes with varying rates and constraint
lengths (Ploss = 70 dB, Nr x = 10 dB, R = 1 Mbps). The number
of information bits is 10000.

10−9. At such low Pb, these results are likely invalid.
They are shown so that the different codes can be dis-
tinguished.)

Since the use of the StrongARM to perform Viterbi
decoding is energy inefficient, a dedicated integrated
circuit solution to perform decoding is preferred. To
explore the power characteristics of dedicated Viterbi
decoders, we implemented 1/2-rate decoders with dif-
ferent constraint lengths and synthesized them using
0.18 µm CMOS TSMC ASIC technology. Our designs
are fully parallel implementations of the Viterbi algo-
rithm where a separate add-compare-select (ACS) unit
is used for each state. Using Synopsys Power Compiler,
we estimated the energy per bit used by our designs
during the decoding of 20000 bits. Figure 12 shows the
energy per bit for various constraint lengths. Using our
implementation, in addition to our radio model, we de-
termined the minimum energy code to use for a given
probability of error. In Fig. 13, the energy per useful bit
is plotted against Pb. From the graph, one can see that
the communication/computation scheme to use will be
dependent on the probability of error desired at the re-
ceiver. For Pb > 10−4, no coding should be used. This
is due to the fact that the transceiver power (Ptx/r x ) is
dominant at high probabilities of error. Since coding the
data will increase the on-time (Ton) of the transceiver,
using coding will increase the overall energy per use-
ful bit. At high Pb, the required transmit power is not
very high and the energy to perform decoding is small.
Thus, the transceiver energy is dominant. Since coding
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Figure 12. Measured decoding energy per useful bit for Rc = 1/2
codes with K = 3 to 7 using our synthesized VLSI implementation.

Figure 13. The energy per useful bit plotted against Pb using no
coding and various convolutional codes (Ploss = 70 dB, Nr x =
10 dB, R = 1 Mbps). The number of information bits is 10000.

increases the number of bits to transmit, the energy with
coding is greater. Note that once Pb < 10−5, the overall
communication energy with coding is smaller since the
energy of the power amplifier (Pout) will begin to dom-
inate. Figure 13 reinforces the idea that coding the data
may not be the best solution if energy-efficiency is a
criteria. Indeed, the coding strategy is highly dependent
on the desired output quality of the user.

5.3. Variable vs. Fixed Error Correction Strategies

Given the information in Fig. 13, the strategy which
gives the least energy dissipation is the one that uses
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Table 2. Coding strategy to use for different
ranges of Pb (I).

Range of Pb Strategy

Pb > 10−5 Uncoded

10−9 < Pb < 10−5 Rc = 3/4, K = 6

Pb < 10−9 Rc = 1/2, K = 3

Table 3. Coding strategy to use for different
ranges of Pb (II).

Range of Pb Strategy

Pb > 10−5 Uncoded

10−6 < Pb < 10−5 Rc = 2/3, K = 3

10−8 < Pb < 10−6 Rc = 3/4, K = 3

Pb < 10−9 Rc = 1/2, K = 3

different codes depending on the desired probability
of error. Table 2 shows the strategy to use for differ-
ent ranges of Pb given that the codes available have
a base rate of Rc = 1/2. This strategy, while provid-
ing the minimal energy per useful bit for the range of
probabilities of error under consideration, has the dis-
advantage that codes of varying constraint length are
required. As a result, various Viterbi implementations
would be required. If area is a constraint, a single rate-
adaptive Viterbi decoder with fixed constraint length
could be used. Table 3 shows the strategy to use for
different range of Pb given that the codes available are
based on a Rc = 1/2, K = 3 convolutional code.

While it is clear that the variable strategy will pro-
duce the minimal energy per useful bit given a desired
probability of error, the overall energy savings during
communication is not clear. In other words, what is
the total energy savings obtained by using this strategy
over a fixed strategy? Figure 14 shows the percent-
age energy savings of the variable ECC strategy versus
three fixed strategies. We simulated the transmission
of N = 500 packets, each of L = 10000 information
bits long using the four different strategies. The first
strategy uses the variable coding strategy proposed in
Table 3. The second strategy uses no coding. The third
strategy employs a fixed 1/2-rate, K = 3 code, while
the fourth strategy uses a fixed 3/4-rate, K = 3 code.
In the simulation, we assume that the user changes the
desired probability of error during the transmission of
the N = 400 packets. Every one hundred packets, the
probability of bit error requirements changes. For the
purposes of the simulation, we assume that the user

Table 4. Energy expended during transmis-
sion of N = 500 packets of L = 10000 in-
formation bits for four different error correction
strategies.

Strategy Energy (J)

Variable 0.55

No coding 4.5

Fixed R = 1/2, K = 3 0.83

Fixed R = 3/4, K = 3 0.61
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Figure 14. Energy Savings of Variable Strategy versus Various
Fixed Strategies. The first bar represents the energy saved by the
variable scheme over the fixed, no coding scheme. The second
bar represents the energy saved by the variable scheme over the
R = 1/2, K = 3 scheme, while the last bar represents the energy
saved by the variable scheme over the R = 3/4, K = 3 scheme. The
energy savings are 713%, 51%, and 11% respectively.

requires bit error rates of 10−3, 10−4, 10−5, 10−6 and
10−7. Table 4 shows the total energy expended by each
of the four schemes during transmission of five hundred
packets of L = 10000 information bits.

6. Low Power MAC Protocols

In Sections 4 and 5, the energy-efficient techniques fo-
cus on how to decrease the energy consumption of the
communication on a per node basis. In this section,
we take a more global view and examine how to de-
sign an energy-efficient media-access control (MAC)
protocol for a coordinated network. Such a network is
used in machine-monitoring applications as described
in Section 1.1. Recall that the main characteristic of
these networks is that they are asymmetric, coordinated
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Table 5. Machine monitoring specification.

Cell density <300 in 5 m × 5 m

<3000 in 100 m × 100 m

Range of link <10 m

Message rate (L = 2 bytes) Average: 20 msgs/s

Maximum: 100 msgs/s

Minimum: 2 msgs/s

Error rate and latency 10−6 after 5 ms

10−9 after 10 ms

10−12 after 15 ms

System lifetime 5 years

Frequency band 2.400–2.4835 GHz (ISM)

sensor networks where clusters or cells are formed
around high-powered basestations. Table 5 summarizes
the application specifications.

6.1. Determining Nr x and Ntx

In (1), recall that Nr x and Ntx are factors that relate to
the underlying MAC protocol and intended application.
In this application, these parameters depend largely on
the latency requirement specified by the user. Given
these requirements, we derive the best parameters to
use for a low power MAC protocol for a single cell
where a high-powered basestation gathers data from
the sensors. We assume that the power consumed by
the baseband blocks during communication is negligi-
ble. Moreover, we only consider low power transmit-
ters where the power consumption of the transmitter
is dominated by the frequency synthesizer and is not
affected by the data rate [12, 15].

First, we examine a few candidate MAC proto-
cols. For the purposes of this discussion, we limit our
choice of MAC protocols to time division multiple ac-
cess (TDMA) and frequency division multiple access
(FDMA) schemes. For this application, other more
complex multi-access schemes may not be appropri-
ate. In particular, on-demand schemes (e.g. CSMA-
CA) that require handshaking may increase the latency
of the data, and detrimentally affect energy.

In a TDMA scheme, in each slot, the full bandwidth
of the channel is dedicated to a single sensor node for
communication purposes. Thus, the signal bandwidth
per node is equal to the available bandwidth and sensors
can transmit at the highest data rate. Since the transmit
on-time (Ton−t x ) of the radio model described in (1),
is inversely proportional to the signal bandwidth, the
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Figure 15. Multiple access methods.

Ton−t x is minimized in TDMA schemes. On the other
hand, in an FDMA scheme, the signal bandwidth (to-
tal available bandwidth divided by number of nodes)
is minimal. Thus, Ton−t x is at its maximum. A hy-
brid scheme involving both TDMA and FDMA (TDM-
FDM) is also possible. In a TDM-FDM scheme, both
time and frequency are divided into available trans-
mission slots. Figure 15 illustrates each of the different
multiple-access schemes considered, where a shaded
area indicates a valid transmission slot for sensor Si .

In the schemes where TDM is employed, note that a
downlink signal from the basestation to the sensors is
required to maintain time synchronization among the
nodes in the network. Due to the finite error among each
sensor’s reference clock, the basestation must send out
synchronization packets (SYNCs) to avoid collisions
among transmitted packets. Hence, the receiver cir-
cuitry of each sensor must be activated periodically to
receive the SYNC signals. As explained in Section 3.1,
the receiver uses more power than the transmitter. Thus,
we need to reduce the average number of times the re-
ceiver is active. The number of times the receiver needs
to be active (Nr x ) will depend on Tguard, the minimum
time difference between two time slots in the same fre-
quency band, as shown in Fig. 15. During Tguard, no
sensor is scheduled to transmit any data. Thus, a larger
guard time will reduce the probability of packet colli-
sions and thus, reduce the frequency of SYNC signals
and Nr x .

If two slots in the same frequency band are sepa-
rated by Tguard, it will take Tguard/δ seconds for these
two packets to collide, where δ is the percent difference
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between the two sensors’ clocks. Hence the sensors
must be resynchronized at least δ/Tguard number of
times every second. In other words, the average num-
ber of times the receiver is active per second, Nr x =
δ/Tguard. Assuming that the total slot time available
Tavail = Ton + Tguard, we can derive a formula relating
Nr x to Tlat, the latency requirement of the transmitted
packet, as follows,

Nr x = δ

Tguard
= δ

Tavail − Ton

= δ( Tlat
M − L

W

)
h

(8)

where W is the available bandwidth, L is the length of
the data packet in bits, Tlat is the latency requirement
of the transmitted packet, h is the number of channels
in the given band W , and M is the number of sensors.
Here we have assumed that the data rate R equals the
signal bandwidth. Hence, Ton = L

R = L
W/h . From (8),

we see that as the number of channels decreases, the
guard time becomes larger and Nr x is reduced. It is
also apparent that the advantage of ideal FDMA is that
a receiver at the sensor is not needed (i.e., as Tguard →
∞, Nr x → 0).

From (1) and (8), we can determine an analytical
formula to find hopt, the number of channels which
gives the lowest power consumption:

hopt =
√

δPr x (Ton−r x + Tst )( Tlat
Ncell

− L
W

)
Ntx (Ptx + Pout) L

W

∝
√

Pr x

Ntx Ptx
. (9)

Clearly, we see that hopt is determined by the ratio of the
power consumption of the transmitter to the receiver.
As expected, if the receiver consumes less power, a
TDMA scheme is favored. On the other hand, if the
receiver uses more power, FDMA is more appropriate.

An example of the previous analysis is performed in a
scenario where a sensor node on average sends twenty
100-bit packets/s (Ntx = 20 times/s, L = 100 bits)
and the latency requirement is 5 ms (Tlat = 5 ms).
Also, we assume that W = 10 MHz and the number
of sensors in a cell is M = 300. The resulting average
power consumption is plotted in Figs. 16 and 17 where
the horizontal axis represents the number of channels
available (h = 1: TDMA, h = 300: FDMA) and the
vertical axis is the average power consumption.
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In Fig. 16, the average power consumption is plot-
ted for various startup times (Tst = 50 µs to 1 ms).
We can see that the average power reaches a mini-
mum value when a hybrid TDM-FDM scheme is used.
The variation in power consumption for different h
gets smaller as the Tst is increased since the overall
power consumption is dominated by the startup time.
In Fig. 17, we can see how the power consumption
curve will vary if different radio receivers are used.
That is, we vary Pr x while maintaining a constant Ptx .
We see from this figure that hopt increases as receiver
power increases. Notice that despite the fact that a
TDMA scheme will have the minimum transmit on-
time, the TDMA scheme does not achieve the lowest
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power. Indeed, as the number of channels is reduced,
the guard time decreases. This implies that more syn-
chronization is needed and thus, the receiver power
starts consuming a large portion of the total power.

7. Related Work

The rise in interest in low power sensing devices is a
direct result of recent advances in integrated circuit and
MEMS technology. Many research groups are explor-
ing the issues related to the design of nodes for deploy-
ment in wireless sensor networks. The WINS [20] and
PicoRadio [5] projects are seeking to integrate sens-
ing, signal processing, and radio elements onto a single
integrated circuit. Meanwhile, researchers involved in
SmartDust [3] aim to design particle-sized nodes for
wide-area distributed sensing.

The growing demand in wireless devices has also
spawned research into the design of low-power inte-
grated radio transceivers. Many designs try to improve
the performance of transceivers using both architec-
tural and circuit techniques. In [15], low power high
data rate modulation is achieved by applying a pre-
emphasis filter before the modulated data to overcome
the frequency synthesizer’s narrow bandwidth. Fur-
thermore, the addition of calibration circuitry in [21]
enables higher level modulation with low cost.

Network protocols for wireless microsensor net-
works, such as directed diffusion [22] and LEACH [23],
are also beginning to emerge. In directed diffusion,
routes are dynamically formed as data is sensed. Ini-
tially, routes called gradients that link sources of inter-
esting data to sinks are formed. Through data aggrega-
tion techniques, caching, and reinforcement messages,
the appropriate link is dynamically selected from the
candidates. Links are created only when data of inter-
est is sensed. Theoretically, less energy will be con-
sumed. LEACH is a protocol that uses hierarchy to
reduce the data collected by the sensors before send-
ing it on to a central base station. Reducing the data
that needs to be sent helps make LEACH more energy
efficient.

While research into energy-efficient protocols for
sensor networks is relatively new, many energy-
efficient network protocols for other wireless networks
have been presented. In [24–26], techniques and met-
rics to evaluate and design energy-efficient routing and
MAC protocols for wireless networks are presented.
Detailed energy-efficient strategies for traditional wire-
less networks are proposed in [27, 28]. In [27], an

energy-saving TDMA scheduling algorithm, that al-
lows the network size to grow, is proposed. In [28], an
energy-efficient hybrid CDMA/TDMA scheme is sug-
gested. In this scheme, the network traffic is scheduled
based not only on traffic priority but also on the battery
status at each node. Both schemes do not base their
model on measurements of a real radio.

Energy-efficient protocols that adapt transmit output
power and/or error correction control parameters are
explored by a number of researchers [29–32]. In [29],
the authors use an adaptive radio designed for wireless
multimedia communications over ATM as a model. In
that paper, frame length and forward-error correction
parameters are adapted to lower energy consumption of
the radio and improve throughput as conditions of the
channel change. A similar study is performed by [31]
in the context of a cellular-style network, but the output
transmit power is also considered. In [32], an energy-
efficient protocol that adjusts both RF transmit power
and error control strategy is examined for 802.11 wire-
less LANs. The authors of [30] offer an in-depth study
of the error process and then introduce a probing ARQ-
type scheme that is designed for energy-constrained
devices.

8. Conclusion

The emergence of wireless microsensors offer com-
mercial and military users the opportunity to deploy
and implement many exciting applications. However,
central to the success of these applications is the design
of ultra low-power sensor nodes and ultra low-power
networks. The energy usage by all parts of the system—
from the network to the sensors themselves—must be
minimized. In this paper, design techniques to reduce
the energy consumption of communication was dis-
cussed. Using a measurement-based model of our ra-
dio, we introduced low-power techniques and methods
that trade off computation and communication param-
eters in order to reduce energy consumption.

In general, we showed that the underlying character-
istics of the radio such as the startup time, transceiver
power, and output power should dictate the modula-
tion, MAC, and error-control strategy to use if energy
is a concern. Specifically, in choosing a modulation
scheme, using complex hardware will increase the en-
ergy consumed by the radio. Front-end radio architec-
tures with long startup times will also increase energy
consumption as it may dominate the actual data trans-
mission time. In choosing a MAC scheme, the amount
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of multiplexing in the time and frequency domain to
use should take into account the power consumed by
the receiver, transmitter, and synthesizer. For channel
coding, given a varying bit error rate, one can best uti-
lize the available energy on the node by adapting the
error-control coding to changing conditions. Indeed,
we showed that energy savings of 50% is attainable by
using an adaptable scheme over a fixed scheme.

While the techniques described here focus on the de-
sign of a radio for wireless sensor networks, the design
methodology presented could be used in the context
of other applications. Through the use of power-aware,
system-level techniques, one should be able to design
an energy-efficient system for use in any other time-
varying environment or application.
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